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Introduction

The notion of the Brauer group of a field k dates back to Richard Brauer, who defined it as the set
of Morita equivalence classes of central simple algebras over k. Azumaya generalized this concept
to the Brauer group of a local ring and Auslander–Goldmann then defined the Brauer group of
a ring. The most far-reaching generalization was presented by Grothendieck, who extended the
definition to schemes. The Brauer group of a scheme X is defined as the set of Morita equivalence
classes of Azumaya algebras over X, where an Azumaya algebra is an OX -algebra A that is étale
locally isomorphic to a matrix algebra. Since the automorphism group of a matrix algebra Mn(k)
is isomorphic to the projective linear group PGLn(k) by the Skolem–Noether theorem, cocycle
descriptions of Azumaya algebras allow identifying the set of isomorphism classes of Azumaya
algebras of rank n2 with the non-abelian cohomology group H1

et(X,PGLn(O∗
X)). On the other

hand, PGLn(k) can be interpreted as the automorphism group of Pn−1
k . Therefore, the non-abelian

cohomology group H1(X,PGLn(O∗
X)) can be identified with the set of isomorphism classes of

varieties P → X over X that are étale locally trivial Pn−1-bundles. Varieties P → X over X
with this property are called Brauer–Severi varieties. The interplay between Azumaya algebras and
Brauer–Severi varieties is subject to section 1.

In section 2, we will summarize Beauville’s paper [3], which calculates the Brauer groups of
Enriques and K3 surfaces. In particular, the Brauer group of an Enriques surface is isomorphic to
Z/2Z. This naturally raises the question of when the induced map from the Brauer group of an
Enriques surface to the Brauer group of its canonical covering is injective, or trivial, respectively.
The main theorems are the following:

Theorem. [3, Prop. 4.1] Let π : X → Y be a cyclic étale covering of a smooth projective variety
Y over an algebraically closed field k. Denote by σ a generator of the deck transformation group
G of π, and denote by Nm the norm homomorphism Nm: Pic(X) → Pic(Y ). Then there is an
isomorphism

ker(πBr : Br(Y ) → Br(X)) ∼= ker(Nm)/im(id− σ∗).

Corollary. [3, Cor. 4.3] Let π : X → Y be the universal covering of an Enriques surface Y over
C. Then the following conditions are equivalent:

(i) The map πBr on Brauer groups is trivial,

(ii) there exists a line bundle L ∈ Pic(X) such that π∗c1(L) = 0 in H2(Y,Z) and
c1(L) /∈ im(id− σ∗) ⊂ H2(X,Z).

In section 3, we investigate the Brauer map of an étale Galois covering π : X → Y with Galois
group G, where X and Y are smooth projective varieties over an algebraically closed field k. The
differentials on the second page of the Hochschild–Serre spectral sequence

Ep,q2 := Hp(G,Hq
et(X,O∗

X)) ⇒ Hp+q
et (Y,O∗

Y )

induce a seven-term exact sequence

0 → ker(π∗) → Pic(Y )
π∗

→ H0(G,Pic(X)) → H2(G, k∗)
I→ ker(πBr)

Θ→ H1(G,Pic(X))

→ H3(G, k∗).

We propose a geometric description of Θ and I. The map I constructs Brauer–Severi varieties
from normalized 2-cocycles λ : G × G → k∗. The map Θ can be viewed as a generalization of a
construction by Mart́ınez, [18, Lem. 10]:
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Theorem. Let f : G → Pic(X) be a crossed homomorphism such that its class is sent to zero by
the map H1(G,Pic(X)) → H3(G, k∗). Then one can find a G-action on P(

⊕
g∈G f(g)), which

commutes with the G-action on X such that the quotient P := P(
⊕

g∈G f(g))/G defines a Brauer–
Severi variety over Y whose Brauer class is mapped to [f ] by Θ.

Furthermore, we will examine the situation where G is cyclic more closely. In this case,
H2(G, k∗) = 0, which implies that Θ is injective.

Theorem. Suppose that G is cyclic of order d and suppose that Pic(X)[d] = 0, where [d] denotes
the kernel of multiplication by d. Then the map Θ is an isomorphism.

Theorem. Suppose that G is cyclic of prime order d. Then the sequence

0 → ker(πBr) → H1(G,Pic(X))
Nm→ ker(π∗) ∩ im([d]) → 0

is exact.

In section 4, we study Enriques surfaces Y over C with the property that the canonical covering
π : X → Y induces the trivial map on the Brauer groups. Denote by σ : X → X the Enriques
involution and let L ∈ Pic(X) be a non-trivial line bundle such that σ∗L ∼= L∨. We embed the
Brauer–Severi variety constructed by Mart́ınez as a conic bundle P ↪→ P(OY ⊕ π∗L), and show
that every smooth conic bundle C ∈ |OP(OY ⊕π∗L)(2)| is isomorphic to P , and that the Brauer class
of P is non-trivial if and only if c21(L) ≡ 2 mod 4. In addition, we show that replacing OY by
a line bundle M and π∗L by a stable vector bundle F of rank 2 does not yield a larger class of
Brauer–Severi varieties C ↪→ P(M⊕F):

Proposition. Let M ∈ Pic(Y ) be a line bundle and let F be a stable vector bundle over Y of rank
2 for a fixed polarization OY (1) ∈ Pic(Y ). Suppose there is a conic bundle C ↪→ P(M⊕F), such
that all fibers of C → Y are smooth. Then there is a line bundle N such that

N∨ ⊗ (M⊕F) ∼= OY ⊕ π∗L,

where L ∈ Pic(X) is an anti-invariant line bundle. Moreover, the corresponding isomorphism
P(M⊕F)

∼→ P(OY ⊕ π∗L) sends C to the previously constructed conic bundle.

Furthermore, we apply Beauville’s theorem to the moduli spacesMY ((2, 0,−2n), ωY ) of semistable
vector bundles on Y :

Theorem. The map πBr is injective if and only if MY ((2, 0,−2n), ωY ) is smooth for all n ≥ 1.

In [6] Ferrari, Tiribassi, and Vodrup apply Beauville’s theorem to bielliptic surfaces over C
and their canonical coverings. In section 5 we will give a short introduction to bielliptic surfaces
and prove the main results of [6] concerning the Brauer map of the canonical covering of bielliptic
surfaces of type 1, 3, and 5. Furthermore, explicit examples will be presented.

Conventions

By a variety, we mean an integral, separated scheme X of finite type over an algebraically closed
field k. If X is smooth of dimension d, we denote by ωX := ΩdX the canonical line bundle. Let E
be a vector bundle over a variety X. The projective bundle P(E) → X over X is defined as

P(E) := ProjX(Sym•(E∨)) → X,

where E∨ denotes the dual bundle of E .
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1 The Brauer group of a variety

1.1 Azumaya algebras

Definition 1.1. [9, 1.2] Let X be a scheme. A sheaf A of OX -algebras is called an Azumaya
algebra if there exists an étale cover {φi : Ui → X} such that φ∗

iA ∼= Mn(OUi
) as OUi

-algebras,
where Mn(OX) denotes the sheaf of n × n matrices. Two Azumaya algebras A1 and A2 are
equivalent if there exist locally free sheaves E1 and E2 such that A1 ⊗ End(E1) ∼= A2 ⊗ End(E2) as
OX -algebras.

Definition 1.2. [9, 1.2] The algebraic Brauer group Bralg(X) of a scheme X is defined as the set
of equivalence classes of Azumaya algebras over X. The group operation is given by the tensor
product and the neutral element is the equivalence class of OX .

Note that the canonical isomorphism

A⊗Aopp ∼→ EndOX
(A),

∑
ai ⊗ bi 7→ [x 7→

∑
aixbi],

[9, 1.2], implies that the inverse of the Brauer class of an Azumaya algebra in Bralg(X) is the
Brauer class of its opposite algebra (which is an Azumaya algebra as well), and thus the algebraic
Brauer group is a group. Since the tensor product is commutative up to isomorphism, the Brauer
group is abelian. Applying the Skolem–Noether isomorphism

PGLn
∼→ Aut(Mn), A 7→ [M 7→ AMA−1],

[9, 1.1], to a cocycle description of an Azumaya algebra implies that the set of isomorphism classes
of Azumaya algebras of rank n2 is in bijection to H1

et(X,PGLn(OX)). The short exact sequences
0 → O∗

X → GLn(OX) → PGLn(OX) → 0 induces maps

H1
et(X,GLn(OX)) → H1

et(X,PGLn(OX))
δ→ H2

et(X,O∗
X)

for all n, [9, 1.3]. Since the fiber of δ over the zero element consists of trivial Azumaya algebras,
taking the colimit over n yields an injection Bralg(X) ↪→ H2

et(X,O∗
X). The commutative diagram

of short exact sequences

0 µn SLn(O∗
X) PGLn(O∗

X) 0

0 O∗
X GLn(O∗

X) PGLn(O∗
X) 0

induces the commutative square

H1
et(X,PGLn(O∗

X)) H2
et(X,µn)

H1
et(X,PGLn(OX)) H2

et(X,O∗
X),

where µn denotes the étale sheaf that assigns to each étale morphism U → X the multiplicative
subgroup of the n-th roots of unity in Γ(U,OU ). Since H2

et(X,µn) is n-torsion, the class of an
Azumaya algebra of rank n2 is n-torsion as well, and hence the algebraic Brauer group is a torsion
group, [9, 1.3].

Definition 1.3. [10, Rem. 2.7] Let X be a scheme. The cohomological Brauer group Brcoh(X) is
defined as the étale cohomology group H2

et(X,O∗
X).
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The highly interesting question of when the algebraic and cohomological Brauer groups coincide
has been answered in only very few cases. The case of smooth projective curves over an algebraically
closed field follows from Tsen’s theorem, [19, III. Ex. 2.22d]. The case of a smooth surface was
settled by Grothendieck:

Theorem 1.4. [10, Thm. 2.1] Let X be a noetherian scheme, and let α ∈ H2
et(X,O∗

X). Then
there is a locally closed subscheme Y ⊂ X of codimension at least two, such that α|X\Y comes from
Br(X \ Y ). Moreover, if X is regular, then one can demand that the codimension of Y is at least
three.

This shows the equality of the algebraic and the cohomological Brauer groups for any curves
and smooth surfaces. Hoobler proved the equality in the case of abelian varieties, [12, Thm. 3.3].
In [7], Gabber showed equality in the case of the union of two affine schemes glued over an affine
scheme.

In the case where X is a smooth projective variety over C, one can use the analytic topology
instead of the étale topology to define Azumaya algebras.

Lemma 1.5. Let X be a smooth projective variety over C and let A be an OX-algebra. The
following conditions are equivalent:

(i) There is an open cover Xan =
⋃
Ui in the analytic topology such that A|Ui

∼= Mn(OUi
) as

an OUi-algebra.

(ii) A is locally free in the Zariski topology and the canonical map A⊗Aopp → EndOX
(A) is an

isomorphism.

(iii) A is an Azumaya algebra.

Proof. By [2, I. Thm. 19.1], every OX -module that is locally free in the analytic topology is also
locally free in the Zariski topology. The map A ⊗ Aopp → EndOX

(A) is an isomorphism if and
only if it is an isomorphism at all closed points. If A|Ui

∼= Mn(OUi
) as an OUi

-algebra, the map
A⊗Aopp ⊗ κ(x) → EndOX

(A)⊗ κ(x) can be identified with

Mn(κ(x))⊗Mn(κ(x))
opp → End(Mn(κ(x))),

which is an isomorphism. This proves (i) ⇒ (ii).
To prove the implication (ii) ⇒ (iii) we follow [19, IV. Prop. 2.1]. Let x : Spec(K) → X be a

geometric point and define A := x∗A. By assumption, the map

A⊗Aopp → EndK(A)

is an isomorphism. Consider a two-sided ideal 0 ̸= I ⊂ A. The image of I ⊗ I is a two-sided ideal
in EndK(A), which thus has to be equal to EndK(A). Therefore, I = A, which proves that A is
simple. Let C ⊂ A be the center of A. Note that C is also the center of Aopp, and the image of
C ⊗ C is contained in the center of EndK(A), which equals K. Hence, C = K, and A is a central
simple algebra. The Brauer group of an algebraically closed field is zero, and hence A is isomorphic
to a matrix algebra. Thus, an étale cover U → X with x contained in its image, along which A
pulls back to a matrix algebra, exists.

The implication (iii) ⇒ (i) trivial.

Proposition 1.6. Suppose that X is a smooth projective variety over C. The canonical morphism

ψ : H2
et(X,O∗

X) → H2
an(X,O∗

X)

is injective with image equal to the torsion subgroup of H2
an(X,O∗

X).
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Proof. For each n the Kummer sequence 0 → Z/nZ → O∗
X

·n→ O∗
X → 0 induces this commutative

diagram with exact rows:

Pic(X) H2
et(X,Z/nZ) H2

et(X,O∗
X) H2

et(X,O∗
X)

Pic(X) H2
an(X,Z/nZ) H2

an(X,O∗
X) H2

an(X,O∗
X)

id φ ψ

·n

·n

ψ

The map φ is an isomorphism by the comparison theorem [19, III. Thm. 3.12], and H2
et(X,O∗

X) is
a torsion group by [10, Prop. 1.4]. By choosing n appropriately, one can show the injectivity and
surjectivity of ψ by diagram chases.

1.2 Brauer–Severi varieties

A more geometric way to interpret elements of H1
et(X,PGLn(OX)) is the notion of a Brauer–Severi

variety.

Definition 1.7. [9, 8] Let X be a variety over k. A Brauer–Severi variety over X is a variety
p : P → X such that there is an étale cover {φi : Ui → X} trivializing π:

Pn−1 × Ui P ×X Ui P

Ui X.

pr

∼

p

A Brauer–Severi variety p : P → X is called trivial if it is the projectivization of a vector bundle.

Since the automorphism group of Pn−1
k is given by PGLn(k), one obtains a bijection between the

isomorphism classes of Brauer–Severi varieties over X of fiber dimension n− 1 and the cohomology
group H1

et(X,PGLn(OX)), using cocycle descriptions. Furthermore, note that a Brauer–Severi
variety is trivial if and only if its cocycle defines an element in the fiber of

δ : colimnH
1
et(X,PGLn(OX)) → H2

et(X,O∗
X)

over the zero element.

Lemma 1.8. [8, 8.13] Let X be a variety over k and let A be an Azumaya algebra of rank n2 over
X. Then the closed subvariety PA ⊂ Gr(n,A) of rank n subbundles that are left ideals (with the
reduced induced scheme structure) is a Brauer–Severi variety that defines the same class as A in
H1
et(X,PGLn(OX)).

Proof. Let {φi : Ui → X} be an étale cover of X that trivializes A. The pullback PA ×X Ui is
isomorphic to the subvariety of rank n left ideals of Mn(OUi) via the isomorphism
ψi : φ

∗
iA

∼→ Mn(OUi
). Suppose that I ⊂ Mn(OUi

) is a left ideal of rank n. Denote by eij the
n× n matrix with a one in the ij-coordinate and zeros everywhere else. Then I can be written as

I =

n⊕
i=0

eiiI.

Suppose that eiiI has rank of at least two for some i. Choose an arbitrary j and consider the left
ideal ejiI. The injection ejiI ↪→ I respects the splitting, and thus induces ejiI = ejjejiI ↪→ ejjI,
since ejjeji = eji. Note that multiplying eiiI by eji interchanges the i-th and j-th row, and hence
preserves the rank. Therefore, the rank of ejjI is at least two for each j, which contradicts the
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rank of I. Consequently, eiiI has rank at most one for all i, and thus has rank equal to one for all
i. Choose a generator of e11I and denote by v its first row. The matrix that has v in its i-th row
and zeros everywhere else generates eiiI. Therefore, v ∈ Γ(Ui,OUi)\{0} determines I. Conversely,
any non-zero local section v ∈ Γ(Ui,OUi) generates a left ideal of rank n via this correspondence.
We therefore conclude that the pullback PA ×X Ui is isomorphic to Pn−1

Ui
, and hence PA defines a

Brauer–Severi variety. Recall that A was given by the isomorphisms ψi : φ
∗
iA

∼→ Mn(OUi). Over
Ui ×X Uj the cocycle of PA ×X Ui ×X Uj is thus given by ψj |Uij

◦ ψ−1
i |Uij

, and hence PA defines
the same cohomology class as A in H1

et(X,PGLn(OX)).

In [17, Thm. 74], Kollár gives an inverse of this construction: Let p : P → X be a Brauer–
Severi variety of rank n − 1, and let {φi : Ui → X} be an étale cover of X that trivializes P via
isomorphisms ψi : P ×X Ui → PUi . Over each Ui one can form the relative Euler sequence

0 → ΩPn−1
Ui

/Ui
→ O⊕n

Pn−1
Ui

(−1) → OPn−1
Ui

→ 0.

These sequences can be glued to the global relative Euler sequence. After dualizing and pushing
forward on X, this sequence results in

0 → OX → p∗A → TP/X → 0.

The sequence is right exact, since R1p∗OP = 0. Note that p∗A is an Azumaya algebra of rank n2.
Indeed, étale locally the sequence looks like

0 → OUi
→ End(O⊕n

Ui
) → TPUi

/Ui
→ 0,

where the first map sends 1 ∈ Γ(Ui,OUi) to the identity. Moreover, the maps ψj ◦ ψ−1
i are given

by multiplication by a matrix due to the Skolem–Noether theorem, and hence the induced maps on
End(O⊕n

Uij
) are given by conjugation with the inverse of this matrix. Therefore, the algebra structure

of End(O⊕n
Ui

) is preserved, which shows that p∗A is an Azumaya algebra of rank n2. The canonical
map A → p∗p∗A allows to embed P into Gr(n, p∗A) as the subvariety of rank n right ideals. After
transposing, one obtains P ↪→ Gr(n, p∗Aopp), which equals the map from the previous lemma.

The following well-known statement allows us to replace the étale setting with the analytic
setting.

Lemma 1.9. Let X be a smooth projective variety over C. The morphism p : P → X is a Brauer–
Severi variety if and only if pan : P an → Xan is a Pn−1-fiber bundle.

Proof. If p : P → X is locally trivial in the étale topology, then it is locally trivial in the analytic
topology by standard arguments.

Suppose that P an → Xan is locally trivial. Then one can form the relative Euler sequence as
above to obtain the OX -algebra p∗A and the embedding P ↪→ Gr(n, p∗Aopp). Since p∗A is an
Azumaya algebra by lemma 1.5, P is a Brauer–Severi variety by lemma 1.8.

1.3 Twisted Sheaves

Another possibility to interpret elements in H1
et(X,PGLn(OX)) is as twisted sheaves.

Definition 1.10. [13, Ch. 16, 5] Let X be a variety and let α ∈ Br(X) be represented by the
cocycle (αijk) on an étale cover {φi : Ui → X}. An (αijk)-twisted sheaf is a collection of coherent

sheaves Fi on Ui and transition homomorphisms φij : Fi|Uij

∼→ Fj |Uij
such that φii = id, φij = φ−1

ji

and φij ◦ φjk ◦ φki = αijk · id.
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Definition 1.11. [13, Ch. 16, 5] Let F and G be (αijk)-twisted sheaves over a variety X with
transition homomorphisms φij and ψij , respectively. A morphism f : F → G of twisted coherent
sheaves is a collection of homomorphisms fi : Fi → Gi such that ψij ◦ fi|Uij = fi|Uij ◦ φij .

Remark. [13, Ch. 16, 5] Note that the choice of a different representative of α yields an equiva-
lent category and thus it makes sense to define the category Coh(X,α) of twisted sheaves on X.
Moreover, this category is abelian.

Let p : P → X be a Brauer–Severi variety that trivializes over {φi : Ui → X}:

P ×X Ui Pn−1 × Ui

Ui

fi

with cocycle fij ∈ PGLn(Uij) and let α be the Brauer class of the associated cocycle δ(fij).
Consider Oi(1) := f∗i OPn−1(1). Choosing preimages gij ∈ GLn(OUij

) of fij induces isomorphisms

gij : π∗Oi(1)|Uij

∼→ π∗Oj |Uij

that satisfy gij ◦ gjk ◦ gki = αijk · id. Thus, we obtain the α-twisted sheaf π∗O(1).

On the other hand, let F be an α-twisted sheaf on X with transition maps φij : Fi|Uij

∼→ Fj |Uij
.

One can glue the projective bundles P(Fi) → Ui via the transition maps φij , since the scalar αijk
vanishes after the projectivization. This results in a Brauer–Sever variety P(F) → X with Brauer
class α.

Note that these constructions are inverse to each other.
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2 Summary of Beauville’s Paper

This thesis is based on Beauville’s paper [3], which will be summarized in this section.

Theorem 2.1. [3, 2] Let X be a smooth projective surface over C, let H2(X,Z)tf be the quotient
of H2(X,Z) by its torsion subgroup, and let TX ⊂ H2(X,Z)tf be the orthogonal complement of
the image of Pic(X) in H2(X,Z)tf with respect to the cup-product. Then there is a short exact
sequence

0 → Hom(TX ,Q/Z) → Br(X) → H3(X,Z)torsion → 0. (1)

Proof. Applying cohomology to the Kummer exact sequence 0 → Z/nZ → O∗
X → O∗

X → 0 and to
0 → Z → Z → Z/nZ → 0 yields exact sequences

0 → Pic(X)⊗ Z/nZ → H2(X,Z/nZ) p→ Br(X)[n] → 0 (2)

and
0 → H2(X,Z)⊗ Z/nZ → H2(X,Z/nZ) → H3(X,Z)[n] → 0, (3)

where [n] denotes the kernel of the multiplication by n. The commutativity of the diagram

H1(X,O∗
X) H1(X,O∗

X) H2(X,Z/nZ)

H2(X,Z) H2(X,Z) H2(X,Z/nZ)

·n

·n

c1 c1 id

implies that the map Pic(X) ⊗ Z/nZ → H2(X,Z/nZ) in (2) factors through the first map in (3).
Combining these exact sequences thus results in the long exact sequence

0 → Pic(X)⊗ Z/nZ → H2(X,Z)⊗ Z/nZ → Br(X)[n] → H3(X,Z)[n] → 0. (4)

By definition of TX , there exists an exact sequence

Pic(X)
c1→ H2(X,Z) → T∨

X → 0.

Tensoring with Z/nZ yields

0 → Pic(X)⊗ Z/nZ → H2(X,Z)⊗ Z/nZ → T∨
X ⊗ Z/nZ → 0, (5)

which is left exact since the first map agrees with the first map in (2). By combining this sequence
with (4), one obtains

0 → Hom(TX ,Z/nZ) → Br(X)[n] → H3(X,Z)[n] → 0,

and taking the direct limit over n yields the desired sequence.

Definition 2.2. [2, VI. 1] A K3 surface is a smooth projective surface X over C such that

(i) ωX ∼= OX

(ii) H1(X,OX) = 0.

An Enriques surface is a smooth projective surface Y over C such that

(i) ω2
Y
∼= OY , ωY ≇ OY

(ii) H1(Y,OY ) = 0.
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Corollary 2.3. [3, 2]

(i) If X is a K3 surface, then the map Hom(TX ,Q/Z)
∼→ Br(X) is an isomorphism.

(ii) If Y is an Enriques surface, then the map Br(Y ) → H3(Y,Z)torsion ∼= Z/2Z is an isomor-
phism.

Proof. The first statement follows from the fact that H3(X,Z) = 0. Indeed, Poincaré duality
implies H3(X,Z) ∼= H1(X,Z) ∼= π(X)ab = 0, since all K3 surfaces are simply connected, [2, VIII.
Cor. 8.6].

Similarly, Poincaré duality implies H3(Y,Z) ∼= π(Y )ab ∼= Z/2Z, [2, VIII. Lem. 15.1]. On the
other hand, the exponential sequence shows TY = 0.

Theorem 2.4. [3, Prop. 4.1] Let π : X → Y be a cyclic étale covering of a smooth projective
variety Y over an algebraically closed field k. Denote by σ a generator of the deck transformation
group G of π, and denote by Nm: Pic(X) → Pic(Y ) the norm homomorphism. Then there is an
isomorphism

ker(πBr : Br(Y ) → Br(X)) ∼= ker(Nm)/im(id− σ∗).

Proof. The Hochschild–Serre spectral sequence

Ep,q2 = Hp(G,Hq
et(X,O∗

X)) ⇒ Hp+q
et (Y,O∗

Y )

identifies ker(πBr) with ker(d1,12 : E1,1
2 → E3,0

2 ), since H2(G,C∗) = 0. The periodicity of group
cohomology implies E3,0

2
∼= E1,0

2
∼= Hom(G,C∗), [4, VI. 9.2]. Therefore, we obtain

d1,12 : H1(G,Pic(X)) → Hom(G,C∗).

On the other hand, consider the map

f : Pic(X) → Pic(X), L 7→
⊗
g∈G

g∗L,

and note that H1(G,Pic(X)) is isomorphic to ker(f)/im(id − σ∗), [4, III. 1. Ex. 2]. Since
π∗Nm(L) ∼= f(L) and since Nm ◦ (id− σ∗) = 0, we obtain

Nm: H1(G,Pic(X)) → ker(π∗).

Recall that ker(π∗) is isomorphic to Hom(G,C∗): a character χ ∈ Hom(G,C∗) corresponds to the
subsheaf Lχ ⊂ π∗OX where G acts via χ. It thus suffices to show that the two maps Nm and d1,12

agree.
Note that there is a natural isomorphism Hp(G,−) ∼= ExtpZ[G](Z,−). We can describe the map

d1,1 using [24, Prop. 1.1]: The Yoneda pairing

⌣ : Ext1Z[G](G,Pic(X))× Ext2Z[G](Pic(X),C∗) → Ext3Z[G](G,C∗)

yields d1,12 (x) = x ⌣ ∂0,1(id) for all x ∈ Ext1Z[G](G,Pic(X)), where ∂0,1 is the map

∂0,1 : HomZ[G](Pic(X),Pic(X)) → Ext2Z[G](Pic(X),C∗)

that comes from the spectral sequence ExtpZ[G](Pic(X), Hq
et(X,O∗

X)) ⇒ Extp+q(Pic(X),O∗
Y ). Ob-

serve that ∂0,1(id) is given by the exact sequence

0 → C∗ → R∗
X → Div(X) → Pic(X) → 0,
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where RX denotes the field of rational functions on X. Henceforth, d1,12 can be identified with the
composite

H1(G,Pic(X)) → H2(G,R∗
X/C∗) → H3(G,C∗) ∼= Hom(G,C∗),

where the first map is the boundary map associated to 0 → R∗
X/C∗ → Div(X) → Pic(X) → 0

and the second map is the boundary map associated to 0 → C∗ → R∗
X → R∗

X/C∗ → 0. Suppose
that x ∈ H1(G,Pic(X)) is represented by x = [L] for a line bundle L ∈ ker(Nm). Choose a
divisor D ∈ Div(X) such that OX(D) ∼= L. Note that

∑
g g

∗D is the divisor of a rational function

ψ ∈ R∗
X . The class ψ ∈ R∗

X/C∗ is well-defined and invariant under G. Therefore, the first map of
the composite above sends x to [ψ] ∈ H2(G,R∗

X/C∗). Since div(ψ) is invariant under G there is a

character χ such that g∗ψ = χ(g)ψ for all g ∈ G. Consequently, the map d1,12 sends x to χ.
To see that Nm sends x to χ it suffices to show OY (π∗D) ∼= L. Since π∗π∗D = div(ψ) we

obtain a global isomorphism u : π∗OY (π∗D)
∼→ OX by multiplication with ψ. Let U ⊂ X be a

G-invariant open subset and let φ ∈ RX be a generator of OX(D)|U . Then Nm(φ) is a generator
of OY (π∗D)|π(U) and π

∗Nm(φ) is a generator of π∗OY (π∗D)|U . Define h := ψ ·π∗Nm(φ), and note

g∗h = g∗ψ · g∗π∗Nm(φ) = χ(g)ψ · π∗Nm(φ) = χ(g)h

for all g ∈ G. Therefore, the adjoint of u is the map OY (π∗D) → π∗OX , which has image equal to
Lχ.

Corollary 2.5. [3, Cor. 4.3] Let π : X → Y be the universal covering of an Enriques surface Y .
Then the following conditions are equivalent:

(i) The map πBr on Brauer groups is trivial,

(ii) there exists a line bundle L ∈ Pic(X) such that π∗c1(L) = 0 in H2(Y,Z) and
c1(L) /∈ im(id− σ∗) ⊂ H2(X,Z).

Proof. Using theorem 2.4, the proof reduces to showing that the map

H1(c1) : H
1(Z/2Z,Pic(X)) → H1(Z/2Z, H2(X,Z))

is injective. The exponential sequence yields the short exact sequence

0 → Pic(X)
c1→ H2(X,Z) → Q→ 0,

where Q ⊂ H2(X,OX). Note that H2(Y,OY ) = 0, and hence the only invariant element in
H2(X,OX) is zero. This implies H0(Z/2Z, Q) = 0, and the associated long exact sequence yields
then the desired injectivity.

Beauville then examines the cup products on H2(Y,Z) and H2(Y,Z/2Z) to find an equivalent
condition for the existence of a line bundle L ∈ Pic(X) such that π∗c1(L) = 0 and
c1(L) /∈ im(id− σ∗).

Denote by E the lattice E8(−1) ⊕H, where H is the rank 2 hyperbolic lattice. Then one can
find isomorphisms H2(Y,Z)tf ∼= E and H2(X,Z) ∼= E ⊕ E ⊕H that identify the map
π∗ : H2(Y,Z)tf → H2(X,Z) with the diagonal embedding δ : E ↪→ E⊕E, and identify the involution
σ∗ : H2(X,Z) → H2(X,Z) with

ρ : E ⊕ E ⊕H → E ⊕ E ⊕H, (x, y, z) 7→ (y, x,−z),

[2, VIII Lem. 19.1].

Definition 2.6. [3, 5] Let M be an even lattice, and define M2 := M/2M . Then there is an

associated quadratic form q : M2 → Z/2Z given by q(m) := (m
2

2 ).
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Lemma 2.7. [3, Lem. 5.4] For all x ∈ H2(Y,Z/2Z) we have q(π∗x) = x2.

Proof. Note that the universal coefficient theorem implies H2(X,Z) ⊗ Z/2Z ∼= H2(X,Z/2Z), [11,
Thm. 3.2]. We use this to calculate P(π∗x), where P : H2(X,Z/2Z) → H4(X,Z/4Z) is the
Pontryagin square, [20, Ch. 2 Ex. 1]:

P(π∗x) = 2P(x) = 2x2

by functoriality, and
P(π∗x) = 2q(π∗x),

since π∗x ∈ H2(X,Z/2Z) comes from H2(X,Z).

Proposition 2.8. [3, Prop. 3.5]

(i) The kernel of π∗ : H2(Y,Z/2Z) → H2(X,Z/2Z) consists of {0, kY }, where kY denotes the
class of the canonical divisor KY on Y .

(ii) The map π∗ : H
2(X,Z) → H2(Y,Z) is surjective.

Proof. Consider the Hochschild–Serre spectral sequence

Ep,q2 = Hp(Z/2Z, Hq(X,Z/2Z)) ⇒ Hp+q(Y,Z/2Z).

Note that E0,2
∞ = E0,2

2 = H2(X,Z/2Z), E1,1
∞ = E1,1

2 = 0 and E2,0
∞ = E2,0

2 = Z/2Z. Therefore,
the kernel of π∗ : H2(Y,Z/2Z) → H2(X,Z/2Z) is isomorphic to Z/2Z, and since it contains kY the
statement follows.

The map π∗ is given by the composite

H2(X,Z) [X]⌢−→ H2(X,Z)
π∗−→ H2(Y,Z)

([Y ]⌢)−1

−→ H2(Y,Z),

where [X] and [Y ] are the fundamental classes. For x ∈ H2(Y,Z) the first two maps send π∗x
to π∗([X] ⌢ π∗x) = π∗[X] ⌢ x = 2[Y ] ⌢ x, since π has degree 2, and hence π∗π

∗x equals
2x. The cokernel of π∗ is thus a Z/2Z-module, and it suffices to show that the induced map
tπ∗ : Hom(H2(Y,Z),Z/2Z) → Hom(H2(X,Z),Z/2Z) is injective. Consider the diagram

H2(Y,Z/2Z) Hom(H2(Y,Z),Z/2Z) Hom(H2(Y,Z),Z/2Z)

H2(X,Z/2Z) Hom(H2(X,Z),Z/2Z) Hom(H2(X,Z),Z/2Z).

∼

∼

π∗ ◦π∗ tπ∗

∼

The left square is obtained from the universal coefficient theorem [11, Thm. 3.2]. The right square
is deduced from Poincaré duality, and hence the right vertical map equals tπ∗ . Consider an element
in the kernel of tπ∗ , and let x ∈ H2(Y,Z/2Z) be a preimage. Since the outer diagram commutes
and since the lower row is an isomorphism, x ∈ ker(π∗) = {0, kY }. The upper row can be identified
with the map

H2(Y,Z/2Z) → Hom(H2(Y,Z),Z/2Z), y 7→ [z 7→ y ⌣ z].

In both cases, the form z 7→ x ⌣ z is the zero form, and hence the kernel of tπ∗ is trivial.

Define ε ∈ H2 := H/2H as the class of e+ f , where (e, f) is a hyperbolic basis of H. Note that
this is the unique element in H2 on which q evaluates to 1.

Proposition 2.9. [3, Prop. 5.3] The image of π∗ : H2(Y,Z/2Z) → H2(X,Z/2Z) equals
δ(E2)⊕ (Z/2Z)ε.
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Proof. Since the image of π∗ is σ∗-invariant, it is contained in δ(E2) ⊕ H2. By proposition 2.8,
the image is 11-dimensional, and is thus a hyperplane in δ(E2)⊕H2 that contains δ(E2). It hence
suffices to find the unique nonzero element π∗x ∈ im(π∗) ∩ H2. By the previous lemma, we find
1 = x2 = q(π∗x), thus π∗x = ε.

Corollary 2.10. [3, Cor. 5.5] The map π∗ : H2 → H2(Y,Z/2Z) takes image in {0, kY } and its
kernel equals {0, ε}.

Proof. First, note that σ∗ acts by multiplication with (−1) on H. Therefore, for x ∈ H we have
π∗x = π∗σ

∗x = −π∗x, and thus the map π∗ : H → H2(Y,Z) takes image in {0,KY }. Consequently,
the image of π∗ : H2 → H2(Y,Z/2Z) lies in {0, kY }.

Since π∗π
∗x = 2x = 0 for all x ∈ H2(Y,Z/2Z), we have π∗ε = 0. By proposition 2.8, there is an

element y ∈ H2(X,Z) such that π∗y = KY . Note that y+σ∗y is σ∗ invariant, thus corresponding to
an element of the form (z, z, 0) ∈ E⊕E⊕H. Since π∗ : H2(Y,Z)tf → H2(X,Z) corresponds to the
diagonal embedding, we have y+σ∗y = π∗z. Therefore, 2z = π∗π

∗z = π∗(y+σ
∗y) = KY +KY = 0,

and hence y+ σ∗y = (z, z, 0) = 0. Consequently, y defines an element in H1(Z/2Z, H2(X,Z)) with
π∗y ̸= 0. To conclude, note that H1(Z/2Z, H2(X,Z)) ∼= H2 by the same argument as in theorem
2.5.

Corollary 2.11. [3, Cor. 5.6] Let x ∈ H2(X,Z). Then the following conditions are equivalent:

(i) π∗x = 0 and x /∈ im(id− σ∗).

(ii) σ∗x = −x and x2 ≡ 2 mod 4.

Proof. The element x + σ∗x is σ∗ invariant and thus of the form (a, a, 0). The condition π∗x = 0
implies 0 = π∗(x+ σ∗x) = 2a, and therefore x+ σ∗x = 0, equivalently σ∗x = −x. If x = y − σ∗y,
writing y = (b, c, d) yields x = y − σ∗y = (b − c, c − b, 2d). Therefore, condition (i) is equivalent
to x = (α,−α, β) such that 0 ̸= β ∈ H2 and π∗β = 0. Since π∗β = 0 if and only if β = ε by the
previous corollary, we conclude that (i) is equivalent to x = (α,−α, β) such that β = ε.

On the other hand, (ii) is equivalent to x = (α,−α, β) such that

2 ≡ x2 = 2α2 + β2 ≡ 2q(β) mod 4,

which is equivalent to β = ε.

This allows to reformulate corollary 2.5:

Theorem 2.12. [3, Cor. 5.7] The following conditions are equivalent:

(i) The map πBr : Br(Y ) → Br(X) is trivial.

(ii) There is a line bundle L ∈ Pic(X) such that σ∗L ∼= L∨ and c1(L)2 ≡ 2 mod 4.
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3 On the seven-term sequence of an étale Galois covering

Let π : X → Y be an étale Galois covering with Galois group G, where X and Y are smooth
projective varieties over an algebraically closed field k. The differentials on the second page of the
Hochschild–Serre spectral sequence

Ep,q2 := Hp(G,Hq
et(X,O∗

X)) ⇒ Hp+q
et (Y,O∗

Y )

induce a seven-term exact sequence

0 → E1,0
2 → Pic(Y ) → E0,1

2 → E2,0
2

I→ ker(πBr)
Θ→ E1,1

2 → E3,0
2 .

We will describe the maps Θ and I in terms of Brauer–Severi varieties, which allows construct-
ing Brauer–Severi varieties from crossed homomorphisms f : G → Pic(X) whenever their class is
mapped to zero via E1,1

2 → E3,0
2 as well as from cohomology classes [λ] ∈ H2(G, k∗).

Remark. Strictly speaking, there is a Gopp-action and not a G-action on Hq
et(X,O∗

X), cohomology
is contravariant in the first variable. Therefore, the Hochschild–Serre spectral sequence should read

Ep,q2 := Hp(Gopp, Hq
et(X,O∗

X)) ⇒ Hp+q
et (Y,O∗

Y ).

To facilitate the readability, however, we drop this from the notation.

The construction of the maps Θ and I uses the following two statements:

Lemma 3.1. Let π : X → Y be an étale Galois covering with Galois group G, and let p : P → X
be a Brauer–Severi variety over X. Then P fits into a fiber product diagram

P Q

X Y

p q

π

π′

if and only if the G-action on X can be lifted to a G-action on P .

Proof. On the one hand, if P is a pullback then it comes with deck transformations, which form
the G-action. On the other hand, a G-action on P as above is fixed point free, since π is étale.
Therefore, the quotient Q defines a Brauer–Severi variety Q over Y , which pulls back to P .

Lemma 3.2 (Universal property of Proj). [5, Prop. 9.2] Let f : Y → X be a morphism of smooth
projective varieties, and let E be a vector bundle on X. Then there is a natural bijection of the set
of morphisms g : Y → P(E) making the diagram

Y P(E)

X

g

f

commute with the set of line subbundles L ⊂ f∗E via the map

g 7→ g∗OP(E)(−1) ⊂ f∗E .

Proof. Let L ⊂ f∗E be a line subbundle, and choose an open cover of Y that trivializes L and f∗E .
The universal property of the projective space allows us to define local maps to P(E), which agree on
intersections since they are unique. Thus, we can glue these maps to a global map g : Y → P(E).
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To construct I, consider a cohomology class [λ] ∈ H2(G, k∗), represented by the normalized
2-cocycle λ : G×G→ k∗, [4, IV. 3]. Since the G-action on k∗ is trivial, λ satisfies the relation

λ(f, g)λ(f ∗ g, h) = λ(g, h)λ(f, g ∗ h)

for all f , g, h ∈ G, where ∗ denotes the opposite multiplication. Define

Eλ :=
⊕
h∈G

h∗OX ,

and for each g ∈ G define the map Aλ(g) : g
∗Eλ → Eλ as the direct sum

Aλ(g) :=
⊕
h∈G

(g∗h∗OX
λ(g,h)−→ (g ∗ h)∗OX).

From now on, we consider the maps Aλ(g) as part of the data of Eλ.

Lemma 3.3. For g1, g2 ∈ G we have Aλ(g1) ◦ (g1)∗Aλ(g2) = λ(g1, g2)Aλ(g1 ∗ g2).

Proof. Let h ∈ G. On h∗OX the map Aλ(g1) ◦ (g1)∗Aλ(g2) is given by

(g1)
∗(g2)

∗h∗OX
λ(g2,h)−→ (g1)

∗(g2 ∗ h)∗OX
λ(g1,g2∗h)−→ (g1 ∗ g2 ∗ h)∗OX .

On the other hand, the map Aλ(g1 ∗ g2) is given by

(g1 ∗ g2)∗h∗OX
λ(g1∗g2,h)−→ (g1 ∗ g2 ∗ h)∗OX .

Since λ(g1, g2)λ(g1 ∗ g2, h) = λ(g2, h)λ(g1, g2 ∗ h), the assertion follows.

By the universal property of Proj, these maps allow us to lift the G-action on X to a G-action
on P(Eλ): the map τλ(g) : P(Eλ) → P(Eλ) is given by

OP(Eλ)(−1) ⊂ p∗Eλ
p∗A−1

λ (g)
−→ p∗g∗Eλ.

Definition 3.4. We define Pλ → Y as the quotient of P(Eλ) → X by this G-action, and we define
I([λ]) as the Brauer class of Pλ.

Lemma 3.5. (i) The variety Pλ → Y is a Brauer–Severi variety whose Brauer class [Pλ] lies in
the kernel of πBr.

(ii) The isomorphism class of Pλ → Y only depends on the cohomology class [λ] ∈ H2(G, k∗).

(iii) The assignment [λ] 7→ I([λ]) is a well-defined group homomorphism I : H2(G, k∗) → ker(πBr).

Proof. The first assertion follows from lemma 3.1.
Let λ : G × G → k∗ be a normalized 2-cocycle, and let µ : G → k∗ be an arbitrary map. The

coboundary dµ is then given by dµ(g, h) = µ(g)µ−1(g∗h)µ(h). To show the first assertion it suffices
to construct an isomorphism Pλ·dµ

∼→ Pλ. Define the map

M :=
⊕
h∈G

(h∗OX
µ(h)−→ h∗OX) : Eλ·dµ → Eλ,
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and note that Aλ·dµ(g) = µ(g) ·M−1 ◦Aλ(g) ◦ g∗M for all g ∈ G. Consider the following diagram,

where the horizontal morphism f is induced by OP(Eλ·dµ)(−1) ⊂ p∗Eλ·dµ
p∗M→ p∗Eλ:

P(Eλ·dµ) P(Eλ)

P(Eλ·dµ) P(Eλ).

f

f

τλ·dµ(g) τλ(g)

Note that the composition through the upper right corner is given by

OP(Eλ·dµ)(−1) ⊂ p∗Eλ·dµ
p∗M−→ p∗Eλ

p∗A−1
λ (g)

−→ p∗g∗Eλ,

and that the composition through the lower left corner is given by

OP(Eλ·dµ)(−1) ⊂ p∗Eλ·dµ
p∗A−1

λ·dµ(g)−→ p∗g∗Eλ·dµ
p∗g∗M−→ p∗g∗Eλ.

Thus, since Aλ·dµ(g) = µ(g) · M−1 ◦ Aλ(g) ◦ g∗M , the diagram commutes. Therefore, f is G-

equivariant, and consequently descends to an isomorphism f : Pλ·dµ
∼→ Pλ.

To show the second assertion, let λ and µ : G × G → k∗ be two cocycles, and denote by
1 : G × G → k∗ the constant map with value 1. Note that the identity id : Eλ ⊗ Eµ → Eλ·µ ⊗ E1
induces a G-equivariant morphism P(Eλ ⊗ Eµ)

∼→ P(Eλ·µ ⊗ E1). Since E1 descends to O⊕|G|
Y , we

obtain

I([λ][µ]) = I([λ · µ]) = [P(Eλ·µ)/G] = [P(Eλ·µ ⊗ E1)/G] = [P(Eλ ⊗ Eµ)/G] = I([λ])I([µ]).

Lemma 3.6. The kernel of I equals the image of H0(G,Pic(X)) → H2(G, k∗).

Proof. Let L ∈ Pic(X) be G-invariant. Choose isomorphisms φg : g
∗L ∼→ L. There are scalars

λ(g, h) ∈ k∗ such that
φg ◦ g∗φh = λ(g, h)φg∗h

for all g, h ∈ G. The map λ is a cocycle, and the line bundle L is sent to the cohomology
class of λ by the map H0(G,Pic(X)) → H2(G, k∗). It thus suffices to show that the Brauer class of
Pλ → Y is trivial. To see this, we construct a G-action on P(Eλ⊗L∨) together with a G-equivariant
isomorphism f : P(Eλ)

∼→ P(Eλ ⊗ L∨), and show that the Brauer class of P(Eλ ⊗ L∨)/G is trivial.
Define the maps

B(g) := Aλ(g)⊗ (φ∨
g )

−1 : g∗Eλ ⊗ g∗L∨ → Eλ ⊗ L∨,

and note that B(g) ◦ g∗B(h) = B(g ∗ h) for all g, h ∈ G. By τ̃(g) : P(Eλ ⊗ L∨) → P(Eλ ⊗ L∨) we

denote the maps induced by OP(Eλ⊗L∨)(−1) ⊂ p∗(Eλ ⊗ L∨)
p∗B−1(g)−→ p∗g∗(Eλ ⊗ L∨). Consider the

following diagram

P(Eλ) P(Eλ ⊗ L∨)

P(Eλ) P(Eλ ⊗ L∨),

f

f

τλ(g) τ̃(g)

where f is the canonical map induced by OP(Eλ
(−1)⊗p∗L∨ ⊂ p∗(Eλ⊗L∨). Note that the composite

through the upper right corner is given by

OP(Eλ
(−1)⊗ p∗L∨ ⊂ p∗(Eλ ⊗ L∨)

p∗B−1(g)−→ p∗g∗(Eλ ⊗ L∨)



18

and that the composition through the lower left corner is given by

OP(Eλ
(−1)⊗ p∗L∨ ⊂ p∗Eλ ⊗ p∗L∨ p∗A−1

λ (g)⊗p∗φ∨
g−→ p∗g∗Eλ ⊗ p∗g∗L∨ = p∗g∗(Eλ ⊗ L∨).

Since both compositions are equal, the diagram commutes. Thus, f descends to an isomorphism
f : Pλ

∼→ P(Eλ⊗L∨)/G. Since B(g) ◦ g∗B(h) = B(g ∗h) for all g, h ∈ G, the vector bundle Eλ⊗L∨

descends to a vector bundle F over Y , and hence Pλ ∼= P(F), which shows that I([λ]) is trivial.
Now, suppose there is a cocycle λ such that the Brauer class of Pλ is trivial. This is the case

if and only if there is a vector bundle F over Y such that Pλ is isomorphic to P(F). Denote by
φg : g

∗π∗F ∼→ π∗F the G-action, which induces the descent to F , and denote by σ(g) the induced

G-action on P(π∗F). We can find a line bundle L and an isomorphism ψ : Eλ⊗L ∼→ π∗F such that
the following diagram commutes

P(Eλ ⊗ L) P(Eλ)

P(π∗F),

a

c
b

where a is induced by OP(Eλ⊗L)(−1)⊗p∗L∨ ⊂ p∗Eλ, b is the pullback of the isomorphism Pλ ∼= P(F),
and c is induced by ψ. For all g ∈ G we define the morphism τ̃(g) : P(Eλ ⊗ L) → P(Eλ ⊗ L) such
that the following diagram commutes:

P(Eλ ⊗ L) P(Eλ) P(π∗F)

P(Eλ ⊗ L) P(Eλ) P(π∗F).

σ(g)

b

b

τλ(g)

a

a

τ̃(g)

The composite τ̃(g) = a−1 ◦ τλ(g) ◦ a is given by

OP(Eλ⊗L)(−1)⊗ p∗L∨ ⊂ p∗(Eλ ⊗ L)⊗ p∗L∨ = p∗Eλ
p∗A−1

λ (g)
−→ p∗g∗Eλ = p∗g∗(Eλ ⊗ L)⊗ p∗g∗L∨.

On the other hand, the composite τ̃(g) = c−1 ◦ σ(g) ◦ c is given by

OP(Eλ⊗L)(−1) ⊂ p∗(Eλ ⊗ L) p
∗ψ−→ p∗π∗F p∗σ−1(g)−→ p∗g∗π∗F p∗g∗ψ−1

−→ p∗g∗(Eλ ⊗ L).

Tensoring both inclusions with OP(Eλ⊗L)(1) and the first additionally with p∗L, we obtain

OP(Eλ⊗L) ⊂ p∗g∗(Eλ ⊗ L)⊗OP(Eλ⊗L)(1)⊗ p∗g∗L∨ ⊗ p∗L, 1 7→ s

OP(Eλ⊗L) ⊂ p∗g∗(Eλ ⊗ L)⊗OP(Eλ⊗L)(1), 1 7→ t.

Since both maps agree, there has to be a nowhere vanishing global section t0 ∈ H0(X, g∗L∨ ⊗ L)
such that s = t⊗ t0. In other words, there has to be a map B(g) : g∗L ∼→ L such that
ψ−1 ◦ φg ◦ ψ = Aλ(g)⊗B(g). Note that these maps satisfy

B(g) ◦ g∗B(h) = λ−1(g, h)B(g ∗ h)

for all g, h ∈ G. Thus, the map H0(G,Pic(X)) → H2(G, k∗) sends L∨ to [λ].

To construct the map Θ, consider a Brauer class α ∈ ker(πBr). By [12, Prop. 3.1], one can
choose a Brauer–Severi variety Pα such that its Brauer class equals α, since π∗α = 0. Choose a
vector bundle Eα on X such that the diagram

P(Eα) Pα

X Yπ

p
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is a fiber product diagram, and denote by τg : P(Eα) → P(Eα) the G-action on P(Eα). Note that the
choice of Eα induces the splitting Pic(P(Eα)) ∼= Pic(X) ⊕ Z. Consequently, τ∗g on Pic(P(Eα)) is of
the form

τ∗g =

(
g∗ φg
0 ψ

)
,

where φg : Z → Pic(X) and ψ : Z → Z are homomorphisms. Note that τg induces an isomorphism
between two fibers, which are both projective spaces. On any fiber it sends OPn(1) to itself, and
hence ψ = id.

Lemma 3.7. The map fα : G→ Pic(X), g 7→ φg(1) is a crossed homomorphism.

Proof. Denote by ∗ the opposite multiplication on G. For g, h ∈ G, one calculates

fα(g ∗ h) = φhg(1) = pr(τ∗hgOP(Eα)(1)) = pr(τ∗g τ
∗
h(OP(Eα)(1)) = pr(τ∗g (OP(Eα)(1)⊗ p∗φh(1)))

= φg(1)⊗ g∗φh(1) = fα(g) + g∗fα(h),

where pr : Pic(P(Eα)) → Pic(X) is the projection.

Definition 3.8. We define Θ(α) := [fα] ∈ H1(G,Pic(X)).

Lemma 3.9. The map Θ is well-defined.

Proof. Two choices were made in the construction: the choice of Pα and the choice of Eα.
Let Q be another Brauer–Severi variety that represents α. Choose twisted sheaves F1,2 such that

Pα ∼= P(F1) and Q ∼= P(F2). Then there are vector bundle G1, G2 on Y such that F1⊗G1
∼= F2⊗G2,

and thus
π∗F1 ⊗ π∗G1

∼= π∗F2 ⊗ π∗G2.

Therefore, it suffices to show that replacing Eα by Eα⊗ π∗G for any vector bundle G on Y does not
change Θ(α). This is obvious.

Let π∗Pα ∼= P(E) be another choice of Eα. Then there is a line bundle L such that Eα ∼= E ⊗ L.
This isomorphism affects φg by replacing φg(1) by φg(1) ⊗ L∨ ⊗ g∗L for all g. However, both
crossed homomorphisms define the same class in H1(G,Pic(X)), since they differ by the principal
cross homomorphism g 7→ L∨ ⊗ g∗L.

Lemma 3.10. The map Θ is a group homomorphism.

Proof. Let α, β ∈ ker(πBr) and choose representatives Pα, Pβ . Suppose that π∗Pα ∼= P(Eα),
π∗Pβ ∼= P(Eβ), and denote by (

g∗ φg
0 id

)
,

(
g∗ ψg
0 id

)
the actions on Pic(P(Eα)), resp. Pic(P(Eβ)). Then π∗Pα·β ∼= P(Eα ⊗ Eβ), which comes with auto-
morphisms τg such that

τ∗g =

(
g∗ φg ⊗ ψg
0 id

)
,

which proves the claim.

Lemma 3.11. The kernel of Θ equals the image of I.

Proof. It is clear from the constructions of I and Θ that the composite Θ ◦ I is trivial. It hence
suffices to show that every Brauer class in the kernel of Θ lies in the image of I.
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Suppose there is a Brauer class α ∈ ker(πBr) such that Θ(α) = 0. Choose a representative Pα
such that π∗Pα ∼= P(Eα). Let τ∗g be of the form

τ∗g =

(
g∗ φg
0 id

)
.

Since the class of fα : g 7→ φg(1) is trivial, there is a line bundle L such that fα equals the cross
homomorphism g 7→ L∨ ⊗ g∗L. Replacing Eα with Eα ⊗ L∨ changes the τ∗g ’s to

(τ ′)∗g =

(
g∗ 0
0 id

)
.

Therefore, the τ ′g’s come from isomorphisms B(g) : g∗(Eα ⊗ L∨)
∼→ Eα ⊗ L∨, which are uniquely

determined up to scalar. Hence, there is a function λ : G×G→ k∗ such that

B(g) ◦ g∗B(h) = λ(g, h)B(g ∗ h)

for all g, h ∈ G. Applying f∗ yields the equation

λ(f, g)λ(f ∗ g, h) = λ(g, h)λ(f, g ∗ h)

for all f , g, h ∈ G. Hence, λ defines a normalized 2-cocycle of G with coefficients in k∗. Since the
Ag are uniquely determined up to scalar, another choice of these isomorphisms would replace the
normalized 2-cocycle λ by λ · dµ, the µ(g) are the mentioned scalars. Note that P(Eα ⊗ Eλ−1) has
trivial Brauer class on the one hand, since the map Bg ⊗Ag satisfies

(B(g)⊗Aλ−1(g)) ◦ g∗(B(h)⊗Aλ−1(h)) = B(g ∗ h)⊗Aλ−1(g ∗ h)

for all g, h ∈ G. On the other hand, the Brauer class of P(Eα ⊗ Eλ−1) equals α · I([λ−1]), which
shoes α = I([λ]).

Theorem 3.12. Let f : G → Pic(X) be a crossed homomorphism such that its class is sent to
zero by the map H1(G,Pic(X)) → H3(G, k∗). Then one can find a G-action on P(

⊕
g∈G f(g)),

which commutes with the G-action on X such that the quotient P := P(
⊕

g∈G f(g))/G defines a
Brauer–Severi variety over Y whose Brauer class is mapped to [f ] by Θ.

Proof. The map H1(G,Pic(X)) → H3(G, k∗) equals the composite of the two boundary maps

H1(G,Pic(X)) → H2(G,R∗
X/k

∗) → H3(G, k∗),

where the first map arises from the short exact sequence 0 → R∗/k∗ → Div(X) → Pic(X) → 0,
and the second map arises from the short exact sequence 0 → k∗ → R∗

X → R∗
X/k

∗ → 0, as was
argued in the proof of [3, Lem. 4.2].

Let f : G → Pic(X) be a crossed homomorphism. Choose divisors Dg ∈ Div(X) such that
OX(Dg) is isomorphic to f(g). Since f is a crossed homomorphism, the divisors Dg−Dg∗h+ g

∗Dh

are principal, i.e. of the form div(ψ(g, h)) for some rational function ψ(g, h) ∈ R∗
X . By definition,

the first boundary map sends [f ] to [ψ(g, h)] ∈ H2(G,R∗
X/k

∗). Note that the rational function

ψ(g, h) defines an isomorphism g∗f(h)
∼→ f(g)∨ ⊗ f(g ∗ h). Consider

λ(g, h, k) := g∗ψ(h, k)ψ(gh, k)−1ψ(g, hk)ψ(g, h)−1,

and note that its class in R∗
X/k

∗ is trivial, since ψ(g, h) is a cocycle. By definition, the second

boundary map sends [ψ(g, h)] to [λ(g, h, k)].
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Suppose now that the class of f is sent to zero by the composite of these two boundary maps.
There hence exists a normalized 2-cocycle µ : G×G→∈ k∗ such that the differential of µ−1 equals
λ. Replacing ψ(g, h) by µ(g, h)ψ(g, h) yields isomorphisms

α(g, h) : f(g)⊗ g∗f(h)
∼→ f(g ∗ h)

with the property that the composite

k∗g∗f(h)
k∗α(g,h)−→ k∗f(g)∨ ⊗ k∗f(g ∗ h) α(k,g∗h)−→ k∗f(g)∨ ⊗ f(k)∨ ⊗ f(k ∗ g ∗ h)
(α(k,g)∨)−1

−→ f(k ∗ g)∨ ⊗ f(k ∗ g ∗ h)

equals α(k ∗ g, h). To ease the notation, set Ef :=
⊕

g∈G f(g). For every h ∈ G, define the map

βh :=
⊕
g∈G

(α(h, g) : h∗f(g) → f(h)∨ ⊗ f(h ∗ g)) : h∗Ef → f(h)∨ ⊗ Ef .

By the above calculation, these maps have the property that the composite

k∗h∗Ef
k∗βh−→ k∗f(h)∨ ⊗ k∗Ef

(α(k,h)∨)−1

−→ f(h ∗ k)∨ ⊗ Ef

equals βk∗h. The universal property of Proj allows to define maps τh : P(Ef ) → P(Ef ) via

OP(Ef )(−1)⊗ p∗f(h) ⊂ p∗Ef ⊗ p∗f(h)
β−1
h ⊗id
−→ p∗Ef ,

which satisfy τg ◦ τh = τgh for all g, h ∈ G. The quotient P := P(Ef )/G → Y clearly defines a
Brauer–Severi variety over Y , whose Brauer class is thus mapped to [f ] via Θ by construction.

Remark. In [18, Lem. 10], Mart́ınez constructed a non-trivial Brauer–Severi variety over an
Enriques surface Y as a quotient of P(OX ⊕ L), where π : X → Y is the universal covering of Y
and L ∈ Pic(X) satisfies Beauville’s condition, i.e. it is anti-invariant and c21(L) ≡ 2 mod 4. The
quotient comes from the involution

P(OX ⊕ L) P(L∨ ⊗ (L ⊕OX)) P(σ∗OX ⊕ σ∗L) P(OX ⊕ L)

X X,σ

p

∼∼

where the square is a fiber product diagram and the first two maps in the upper row are induced
by a fixed isomorphism σ∗L ∼= L∨. Note that this construction agrees with our construction for the
crossed homomorphism

Z/2Z → Pic(X), 1 7→ L.

Corollary 3.13. The image of Θ equals the kernel of H1(G,Pic(X)) → H3(G, k∗).

Proof. That the composite ker(πBr)
Θ→ H1(G,Pic(X)) → H3(G, k∗) is trivial follows from the fact

that the maps

τg =

(
g∗ φg
0 id

)
: Pic(X)⊕ Z → Pic(X)⊕ Z

define a G-action, and thus φg∗h(1) = φg(1)⊗ g∗φh(1) for all g, h ∈ G.
Suppose that [f ] ∈ H1(G,Pic(X)) is in the kernel of H1(G,Pic(X)) → H3(G, k∗). By the

previous theorem, Θ sends the Brauer class of P(
⊕

g∈G f(g))/G to [f ], which shows that the kernel

of H1(G,Pic(X)) → H3(G, k∗) equals the image of Θ.
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This discussion allows us to give a geometric interpretation of the seven-term sequence: it is
given by

0 → ker(π∗) → Pic(Y )
π∗

→ H0(G,Pic(X)) → H2(G, k∗)
I→ ker(πBr)

Θ→ H1(G,Pic(X))

→ H3(G, k∗).

3.1 Application to cyclic étale coverings

Suppose that G is cyclic of order d. By theorem 2.4, the map H1(G,Pic(X)) → H3(G, k∗) is given
by the norm homomorphism. This section aims to describe this map in the two cases, where Pic(X)
has no d-torsion or d is prime. Recall that the first group cohomology is given by

H1(G,Pic(X)) ∼= ker(N)/im(id− σ∗),

where N : Pic(X) → Pic(X), L 7→ L ⊗ σ∗L ⊗ . . . ⊗ (σd−1)∗L, see [4, III. 1. Ex. 2]. It therefore
suffices to compare the kernels of Nm and N .

Lemma 3.14. Let G by cyclic, then H2(G, k∗) = 0.

Proof. By [4, III. 1. Ex. 2] H2(Z/dZ, k∗) is the quotient of the fixed points by the image of
z 7→ z · gz · · · gd−1z, where g is a generator of Z/dZ. The action is trivial, and thus since k is
algebraically closed, H2(Z/dZ, k∗) ∼= k∗/im(z 7→ zd) = 0.

Lemma 3.15. Let π : X → Y be an étale covering of smooth projective varieties, and let
L ∈ Pic(X). Then the norm of L can be computed by

detπ∗L ∼= Nm(L)⊗ detπ∗OX .

Proof. To see this choose an open cover Y =
⋃
i SpecAi such that L is trivial on π−1SpecAi. We

obtain trivialization maps fi : L|π−1SpecAi

∼→ Oπ−1SpecAi
. Denote the resulting cocycle by (fij)ij

and denote by mij the OY -linear endomorphism of π∗OX , induced by multiplication with fij . The
norm of L is then defined by the cocycle (det(mij))ij . On the other hand, choose local trivializiation

gi : π∗OX |SpecAi

∼→ O⊕d
Y of π∗OX . The composition

π∗L|SpecAi

π∗fi→ π∗OX |SpecAi

gi→ O⊕d
Y

defines a trivialization of π∗L, and hence detπ∗L is given by the cocycle

det(gj |Uij
◦ (π∗fj)|Uij

◦ (π∗f−1
i )|Uij

◦ g−1
i |Uij

)ij = det(mij)ij det(gij)ij .

Since detπ∗OX is clearly given by the cocycle (det(gij))ij , the claim follows.

Lemma 3.16. Suppose that G is cyclic of order d. Then the kernel of π∗ : Pic(Y ) → Pic(X) is
isomorphic to Z/dZ. Moreover,

π∗OX
∼=

d−1⊕
n=0

Mn,

where M ∈ ker(π∗ : Pic(Y ) → Pic(X)) is a generator.

Proof. Consider the Hochschild–Serre spectral sequence

Ep,q2 = Hp(Z/dZ, Hq(X,O∗
X)) ⇒ Hp+q(Y,O∗

Y ).

Since E2,0
2 = 0, we can identify the kernel of π∗ with E1,0

∞
∼= E1,0

2
∼= Z/dZ.
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To prove the second part note that π∗π∗OX
∼=

⊕
n(σ

n)∗OX , and that its descent is induced by
0 0 · · · 0 id
id 0 · · · 0 0
...

...
...

...
0 0 · · · id 0

 : σ∗O⊕d
X → O⊕d

X .

After applying isomorphisms (σn)∗OX
∼= OX and a suitable base change we can identify this map

with a diagonal matrix
diag(ζ0d · σ†, . . . , ζd−1

d · σ†) : σ∗O⊕d
X → O⊕

X ,

where ζd is a primitive d-th root of unity. Denote byM ∈ Pic(Y ) the descent of ζd·σ† : σ∗OX → OX .
Then M generates kerπ∗, and we have

π∗OX
∼=

d−1⊕
n=0

Mn.

Lemma 3.17. Suppose that G is cyclic of order d and denote by N the map

N : Pic(X) → Pic(X), L 7→ L ⊗ σ∗L ⊗ . . .⊗ (σd−1)∗L.

Let L ∈ ker(N) and suppose that the stabilizer GL of L is trivial. Then detπ∗L ∼= Md/2 if d is
even and detπ∗L ∼= OY if d is odd.

Proof. First, note that π∗π∗L ∼=
⊕

i(σ
i)∗L. Indeed, since π∗ is left adjoint to π∗, the isomorphism

Hom(π∗π∗L, (σi)∗L) ∼= Hom(π∗L, π∗(σi)∗L) ∼= Hom(π∗L, π∗L)

yields a non trivial map π∗π∗L → (σi)∗L associated to the identity π∗L → π∗L for all i. One can
check locally that the direct sum of these maps π∗π∗L →

⊕
i(σ

i)∗L is an isomorphism.
Let U ⊂ X be a small open subset on which L trivializes to L|U ∼= OU · l. Since L is in the

kernel of N , the isomorphism π∗π∗L ∼=
⊕

i(σ
i)∗L implies

π∗ detπ∗L ∼= detπ∗π∗L ∼= N(L) ∼= OX .

Observe that Hom((σi)∗L, (σj)∗L) is non-trivial if and only if i = j, since the stabilizer of L is
trivial. As a consequence, we see that π∗L is given by the descent of

⊕
i(σ

i)∗L via

A :=


0 0 · · · 0 λ0
λ1 0 · · · 0 0
...

...
...

...
0 0 · · · λd−1 0

 : σ∗
⊕
i

(σi)∗L →
⊕
i

(σi)∗L,

where λ0, . . . , λd−1 ∈ k∗. This map satisfies (σd−1)∗A ◦ · · · ◦ A = id, and therefore the product
λ0 · · ·λd−1 equals one. The Laplace expansion along the first row shows that detA = (−1)d+1, and
thus detπ∗L is isomorphic to the descent of OX via (−1)d+1 ·σ† : σ∗OX → OX , which is isomorphic
to Md/2 if d is even, and is isomorphic to OY if d is odd.

Lemma 3.18. Suppose that G is cyclic and let L ∈ Pic(X) with trivial stabilizer. Then the norm
of L is trivial if and only if N(L) ∼= OX .
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Proof. Suppose that G has order d. By the previous lemma it suffices to show detπ∗OX
∼= Md/2

if d is even and detπ∗OX
∼= OY if d is odd. One calculates detπ∗OX

∼= M
d(d−1)

2 , and since

d(d− 1)

2
≡ d/2 mod d if d is even

d(d− 1)

2
≡ 0 mod d if d is odd,

the assertion follows.

Theorem 3.19. Suppose that G is cyclic of order d and suppose that Pic(X)[d] = 0, where [d]
denotes the kernel of multiplication by d. Then the map Θ is an isomorphism.

Proof. Due to lemma 3.14 it suffices to show that Θ is surjective. Let f : G→ Pic(X) be a crossed
homomorphism. It suffices to show that the norm of L := f(1) is trivial. Suppose that the stabilizer
subgroup of L has order d/n, i.e. (σn)∗L ∼= L. Since f is a crossed homomorphism, the line bundle
L satisfies

(L ⊗ · · · ⊗ (σn−1)∗L)d/n ∼= L ⊗ · · · ⊗ (σd−1)∗L ∼= OX .

We assumed that Pic(X)[d] is trivial, and hence we can fix an isomorphism

φ : L ⊗ · · · ⊗ (σn−1)∗L ∼→ OX .

Choose an isomorphism ψ : (σn)∗L ∼→ L, and consider the following diagram:

L ⊗ · · · ⊗ (σn−1)∗L OX

(σn)∗(L ⊗ · · · ⊗ (σn−1)∗L) (σn)∗OX .

φ

(σn)∗φ

⊗
i(σ

i)∗ψ

This diagram commutes up to scalar. Since k is algebraically closed, we can multiply ψ by a scalar
such that the diagram commutes. Denote by L0 the descent of L via ψ. We thus obtain a crossed
homomorphism

f̄ : G/GL → Pic(X/GL)

defined by assigning 1 to L0. Since L0 pulls back to L, it suffices to show that the norm of L0 is
trivial. Note that the stabilizer of L0 is trivial, and therefore the assertion follows from the previous
lemma.

Theorem 3.20. Suppose that G is cyclic of prime order d. Then the sequence

0 → ker(πBr) → H1(G,Pic(X))
Nm→ ker(π∗) ∩ im([d]) → 0

is exact.

Proof. First, we show that the norm homomorphism takes values in ker(π∗) ∩ im([d]). Consider a
crossed homomorphism f : G → Pic(X), and define L := f(1). If the stabilizer of L is trivial, we
already know that the norm of L is trivial as well. Suppose that the stabilizer is non-trivial and
hence equal to G. Therefore, L ∼= π∗L0 for some L0 ∈ Pic(Y ), and hence Nm(L) ∼= Ld0. Since
L ⊗ · · · ⊗ (σd−1)∗L is trivial, the line bundle Ld0 is in the kernel of π∗ : Pic(Y ) → Pic(X).

To show that the sequence is surjective, observe that for a line bundle Ld0 ∈ ker(π∗) ∩ im([d])
the map G→ Pic(X), n 7→ π∗Ln0 defines a crossed homomorphism with norm equal to Ld0.
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4 Application to Enriques surfaces

4.1 A construction by Kaji

In [15] Kaji constructs an Azumaya algebra from two torsion line bundles, which can be embedded
as a conic bundle. We briefly recall this construction and show for Enriques surfaces that it only
produces trivial Brauer–Severi varieties.

Let Y be a smooth projective variety over C and let n ≥ 2. Kaji constructs a map A that fits
into the commutative diagram

H1(Y,O∗
Y )

H1(Y,Z/nZ)×H1(Y,Z/nZ) H2(Y,Z/nZ)

H1(Y,GLn(OY )) H1(Y, PGLn(OY )) H2(Y,O∗
Y ),

A

⌣

c1

where the lower row comes from the short exact sequence 0 → O∗
Y → GLn(OY ) → PGLn(OY ) → 0

and the right column is induced by the Kummer sequence. The map A is defined as follows: let L
and M be n-torsion line bundles and fix isomorphisms φ : OY → Ln and ψ : OY → Mn. Define

A(L,M) :=
⊕

0≤i,j≤n−1

Li ⊗Mj .

This becomes an OY -algebra by defining the graded multiplication

Li ⊗Mj ⊗ Lk ⊗Ml ζ
jk

→ Li ⊗ Lk ⊗Mj ⊗Ml → Lr ⊗Ms,

where ζ is a primitive n-th root of unity and i + k ≡ r, j + l ≡ s mod n. The last map uses φ
and ψ. Let U ⊂ Y be an open affine subset, where L has a local generator l and M has a local
generator m. Note that ln and φ(1)|U generate Ln, and thus there is a local unit a ∈ Γ(U,OU )

∗

such that
aφ(1)|U = ln.

Similarly, there is a local unit b ∈ Γ(U,OU )
∗ such that

bψ(1)|U = mn.

Consequently, A|U is generated as an OU -algebra by l and m that satisfy the relations

ln = a, mn = b, lm = ζml.

In the case n = 2, this Azumaya algebra corresponds to the Brauer–Severi variety defined as the
conic bundle V (q) ⊂ P(E), where E := OY ⊕ L⊕M and

q :=
1

1⊗ 1
− 1

φ(1)
− 1

ψ(1)
∈ H0(Y, Sym2E∨) ∼= H0(P(E),OP(E)(2)).

Note that this construction is trivial for an Enriques surface Y with n = 2: Let α be the generator
of H1(Y,Z/2Z) ∼= Z/2Z and let π : X → Y be the universal covering. Then

π∗(α ⌣ α) = π∗α ⌣ π∗α = 0,

since π∗α ∈ H1(X,Z/2Z) = 0. Hence, α ⌣ α is either 0 or kY by [3, Prop. 3.5], and therefore
A(α, α) is trivial, since α ⌣ α is in the image of c1.
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4.2 Conic bundles

From now on let Y be an Enriques surface with universal covering π : X → Y such that πBr is
trivial. Let L ∈ Pic(X) be an anti-invariant line bundle and fix an isomorphism ψ : σ∗L → L∨.
Then theorem 3.12 constructs an involution on P(OX ⊕ L) that is given by

P(OX ⊕ L) P(L∨ ⊗ (L ⊕OX)) P(σ∗OX ⊕ σ∗L) P(OX ⊕ L)

X X,σ

p

∼∼

where the square is a fiber product diagram and the first two maps in the upper row are induced
by ψ. Denote the composition of the upper row by τ and the quotient P(OX ⊕ L)/τ by P . Recall
that P → Y defines a non-trivial Brauer–Sever variety if [L] ∈ H1(Z/2Z,Pic(X)) is non-trivial.

Definition 4.1. The vector bundle FL is defined as the descent of L∨ ⊕ L via the isomorphism

φ :=

(
0 ψ

σ∗ψ−1 0

)
: σ∗(L∨ ⊕ L) → L∨ ⊕ L.

Observe that the Veronese embedding

i : P(OX ⊕ L) ↪→ P(OX ⊕ L⊕ L2) ∼= P(OX ⊕ L∨ ⊕ L)

fits into the commutative diagram

P(OX ⊕ L) P(OX ⊕ L)

P(OX ⊕ L∨ ⊕ L) P(OX ⊕ L∨ ⊕ L),

τ

i i

where the lower map denotes the involution which induces the descent to P(OY ⊕ FL). Hence, i
descends to an embedding ι : P ↪→ P(OY ⊕FL) that embeds P as a conic bundle.

Lemma 4.2. There is an isomorphism FL ∼= π∗L.

Proof. Note that both bundles pull back to L∨ ⊕ L. Let f : σ∗(L∨ ⊕ L) → L∨ ⊕ L) be the
isomorphisms that induce the descent to π∗L. We can write

f =

(
0 λψ

µσ∗ψ−1 0

)
for some scalars λ, µ ∈ C∗. Since f satisfies f ◦ σ∗f = id, we conclude λµ = 1. Define

g :=

(
µ 0
0 λ

)
: L∨ ⊕ L → L∨ ⊕ L,

and note that the following diagram commutes:

σ∗(L∨ ⊕ L) L∨ ⊕ L

σ∗(L∨ ⊕ L) L∨ ⊕ L.

f

φ

gσ∗g

Therefore, the map g descends to an isomorphism g : π∗L
∼→ FL.
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Corollary 4.3. By [22, Prop. 1.2] the vector bundle FL is special, i.e. simple and invariant under
tensoring with ωY , and stable.

Lemma 4.4. H0(X,Li) = 0 = H2(X,Li) for all i ̸= 0.

Proof. Suppose there is a non-zero global section s ∈ H0(X,Li). Then t := H0(ψi)(σ∗s) defines
a non-zero global section of L−i, which implies Li ∼= OX , and hence i = 0. This proves the first
equality. The second equality follows from Serre duality.

Lemma 4.5. There is an isomorphism H0(P(OX ⊕ L∨ ⊕ L),OP(OX⊕L∨⊕L)(2)) ∼= C⊕2, obtained
from the push forward on X.

Proof. We calculate

H0(P(OX ⊕ L∨ ⊕ L),OP(OX⊕L∨⊕L)(2)) ∼= H0(X,Sym2(OX ⊕ L⊕ L∨))

∼= H0(X,OX ⊕ L2 ⊕ L−2 ⊕ L⊕ L∨ ⊕OX)

∼= C⊕2,

where the last isomorphism uses the previous lemma.

Lemma 4.6. The image of ι : P ↪→ P(OY ⊕ π∗L) equals V (1,−1) ⊂ P(OY ⊕ π∗L), where (1,−1)
denotes a global section of OP(OX⊕L∨⊕L)(2) via the previous isomorphism.

Proof. Observe that the Veronese embedding sends locally [u : v] to [u2 : uv : v2], which satisfies
the equation x21 − x0x2. Moreover, note that the term x21 corresponds to the global section 1 from
the first copy of OX and that the term x0x2 corresponds to the global section −1 from the second
copy of OX . Therefore, the conic P satisfies the equation (1,−1) = 0.

Lemma 4.7. ψ ⊗ σ∗ψ−1 = σ†, where σ† : σ∗OX → OX is the map of sheaves of rings induced by
σ.

Proof. Let U ⊂ X be an open subset. Write L|U = OU · l. There is an invertible local section
λ ∈ Γ(U,OX)∗ such that the map ψ is given by σ∗l 7→ λ · 1

l . Then ψ ⊗ (σ∗ψ−1) is given by

σ∗l ⊗ 1

σ∗l
7→ λ · 1

l
⊗ 1

λ
· l = 1

l
⊗ l.

Lemma 4.8. The composite

H0(S,Sym2(OY ⊕ π∗L∨)) → H0(X,Sym2(OX ⊕ L⊕ L∨)) ∼= C⊕2

is an isomorphism.

Proof. The map Sym2(σ† ⊕ φL) can be written as Sym2(σ† ⊕ φL) =

(
A 0
0 B

)
, where

A :=

σ† 0 0
0 0 (σ∗ψ−1)⊗2

0 ψ⊗2 0

 , B :=

σ† 0 0
0 0 σ∗ψ−1

0 ψ 0

 ,

due to lemma 4.7. This implies that the involution

H0(X,Sym2(OX ⊕L⊕L∨))
σ∗

→ H0(X,σ∗Sym2(OX ⊕L⊕L∨))
Sym2φ→ H0(X,Sym2(OX ⊕L⊕L∨))

can be identified with

H0(X,O⊕2
X )

σ∗

→ H0(X,σ∗O⊕2
X )

σ†⊕σ†

→ H0(X,O⊕2
X ),

which is trivial.
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Lemma 4.9. All smooth conic bundles C ∈ |OP(OY ⊕π∗L)(2)| are isomorphic to each other.

Proof. Let C be given by C = V (a, b). Local computations show that C is smooth if and only if
a ̸= 0 ̸= b. Choose square roots

√
a,

√
b ∈ C, and define the isomorphism

h :=

√
a 0 0

0
√
b 0

0 0
√
b

 : OX ⊕ L⊕ L∨ → OX ⊕ L⊕ L∨.

Note that h ◦ φ = φ ◦ σ∗h, and thus h descends to an isomorphism h : OY ⊕ π∗L
∼→ OY ⊕ π∗L.

Observe that the induced automorphism on P(OY ⊕ π∗L) sends V (1, 1) to C.

Proposition 4.10. Let C ∈ |OP(OY ⊕π∗L)(2)| be a smooth conic bundle. Then C → Y defines a
non-trivial Brauer–Severi variety if and only if [L] ∈ H1(Z/2Z,Pic(X)) is non-trivial.

Proof. We already know that the Brauer class of P is non-trivial if [L] ̸= 0 in H1(Z/2Z,Pic(X)).
Suppose the converse, i.e. there is a line bundle L1 ∈ Pic(X) such that L ∼= L1 ⊗ σ∗L∨

1 . Observe
that

π∗(Nm(L1)⊗ (OY ⊕ π∗L)) ∼= Sym2(L1 ⊕ σ∗L1).

Moreover, both bundles come with isomorphic descent datum. Therefore, tensoring OY ⊕π∗L with
Nm(L1) shows that P is isomorphic to P(L1), and hence trivial.

Lemma 4.11. The corresponding Azumaya algebra is of the form OY ⊕ π∗L ⊕ ωY .

Proof. By construction the Azumaya algebra is the descent of End(OX ⊕ L) via

End(σ∗OX ⊕ σ∗L) → End(L∨ ⊗ (OX ⊕ L)) ∼= End(OX ⊕ L)
f 7→ (φ) ◦ f ◦ φ−1.

Using the isomorphism End(OX ⊕ L) ∼= OX ⊕OX ⊕ L∨ ⊕ L, local computations allow to identify
the above map with

0 σ† 0 0
σ† 0 0 0
0 0 0 ψ
0 0 σ∗ψ−1 0

 : σ∗(OX ⊕OX ⊕ L∨ ⊕ L) → OX ⊕OX ⊕ L∨ ⊕ L.

After a suitable base change on O⊕2
X , this map can be identified with σ†⊕ (−σ†)⊕φL, which proves

the claim.

Proposition 4.12. Let M ∈ Pic(Y ) be a line bundle and let F be a stable vector bundle over Y of
rank 2 for a fixed polarization OY (1) ∈ Pic(Y ). Suppose there is a conic bundle C ↪→ P(M⊕F),
such that all fibers of C → Y are smooth. Then there is a line bundle N such that

N∨ ⊗ (M⊕F) ∼= OY ⊕ π∗L,

where L ∈ Pic(X) is an anti-invariant line bundle. Moreover, the corresponding isomorphism
P(M⊕F)

∼→ P(OY ⊕ π∗L) sends C to the previously constructed conic bundle.

Proof. Suppose that C is given by a global section of OP(M⊕F)(2) ⊗ p∗N0 for some N0 ∈ Pic(Y ).
Since all fibers are smooth, the associated bilinear form is non-degenerate and hence we obtain an
isomorphism

M⊕F → N0 ⊗ (M∨ ⊕F∨).
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Taking determinants reveals
(M⊗ detF)2 ∼= N 3

0 .

Define N1 := N∨
0 ⊗M⊗ detF , which thus has the properties

N 2
1
∼= N0, N 3

1
∼= N ⊗ detF .

Tensoring the isomorphism M⊕F → N0 ⊗ (M∨ ⊕F∨) with N∨
1 results in

φ =

(
f g
g∨ h

)
: N∨

1 ⊗ (M⊕F) → N1 ⊗ (M∨ ⊕F∨)

with inverse

φ−1 =

(
f ′ g′

g′∨ h′

)
: N1 ⊗ (M∨ ⊕F∨) → N∨

1 ⊗ (M⊕F).

We first claim that f and h are isomorphisms. Suppose that f is not an isomorphism, and thus
not surjective. Then g cannot be zero. The stability of F implies the inequality of reduced Hilbert
polynomials p(F) < p(N 2

1 ⊗M∨). On the other hand, the composition φ ◦φ−1 equals the identity,
and hence

id = f ◦ f ′ + g ◦ g′∨.

Since f is not surjective, the composite f ◦f ′ cannot be surjective either. Therefore, g′∨ is non-zero
and hence injective. The stability of F implies p(N 2

1 ⊗ M∨) < p(F), which is a contradiction.
This shows that f and f ′ are isomorphisms. A very similar argument shows that h and h′ are
isomorphisms.

Observe that
F∨ ∼= detF∨ ⊗F ∼= N−3

1 ⊗M⊗F ,

where the last isomorphism comes from N 3
1
∼= M⊗detF . Since f defines an isomorphism between

N∨
1 ⊗M and its dual, the tensor product N∨

1 ⊗M is either isomorphic to OY or to ωY . Therefore,
tensoring h with idN1

yields a symmetric isomorphism

F → F , resp. F → ωY ⊗F .

If we are in the first situation, replacing M⊕F by ωS ⊗M⊕ ωS ⊗ F still allows us to define the
same non-degenerate symmetric bilinear form. The argument above holds as well. However, we
would then be in the situation that h defines a symmetric isomorphism F → ωY ⊗ F . Since F is
simple and invariant under tensoring with ωY , we can assume F ∼= π∗L0 for some line bundle L0

on X by [22, Prop. 1.2]. Note that

OX
∼= π∗ det(N∨

1 ⊗F) ∼= π∗N−2
1 ⊗ L0 ⊗ σ∗L0,

and define L := π∗N∨
1 ⊗ L0. This is anti-invariant. Moreover, π∗L ∼= N∨

1 ⊗ F , since the pullback
of both bundles to X comes with the same descent datum. Therefore, the composite

P(M⊕F)
∼→ P(ωY ⊕ π∗L)

∼→ P(OY ⊕ π∗L)

sends C to a conic bundle defined by a global section of OP(OY ⊕π∗L)(2). This composition equals
the isomorphism obtained from tensoring M⊕F with N := N1, resp. N := N1 ⊗ ωY .

Note that L0 is not trivial, since otherwise π∗L0
∼= OY ⊕ ωY , which is not stable. Hence, L

is non-trivial as well. By lemma 4.9 all smooth conic bundles in |OP(OY ⊕π∗L)(2)| are isomorphic,

and hence the isomorphism P(M ⊕ F)
∼→ P(OY ⊕ π∗L) sends C to the conic bundle constructed

previously.
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4.3 Application to moduli spaces of vector bundles on Enriques surfaces

We fix a polarization OY (1) ∈ Pic(Y ) on Y and denote the induced polarization on X by
OX(1) := π∗OY (1). In this section we suppose that Y is unnodal, i.e. there are no (−2)-curves on
Y .

Recall that π∗L is stable, satisfies detπ∗L ∼= ωY and c2(π∗L) = − 1
2c

2
1(L) = 1 + 2n for some

n ≥ 1. Therefore, π∗L defines a point inMY (vn, ωY ), the moduli space of semistable vector bundles
on Y , where vn := (2, 0,−2n).

Note that by [14, Cor. 4.6.7]MY (vn, ωY ) =MY (vn, ωY )
s, and the dimension equals 8n+1. The

moduli space is normal with torsion canonical divisor by [23, Thm. 7.1]. Moreover, MY (vn, ωY ) is
singular at F ∈MY (vn, ωY ) if and only if F ∼= ωY ⊗F , [16].

Lemma 4.13. Let F be rank 2 vector bundle with detF ∼= ωY and c2(F) = 1 + 2n. Then the
following hold true:

(i) F∨ ∼= ωY ⊗F .

(ii) F ∈MY (vn, ωY ) if and only if F∨ ∈MY (vn, ωY ).

(iii) If F ∈MY (vn, ωY ) then H
0(Y,F) = 0.

Moreover, the following conditions are equivalent

(iv) ωY ⊗F ∼= F .

(v) F ∼= F∨.

(vi) Sym2F has a non-vanishing global section.

Proof. Tensoring the split exact sequence

0 → ωY → F ⊗F → Sym2F → 0

with ωY induces a non-vanishing global section on ωY ⊗ F ⊗ F , which is equivalent to giving an
isomorphism ωY ⊗F ∼→ F∨.

Note that tensoring with ωY preserves stability since it does not affect the reduced Hilbert
polynomial. This proves (ii).

Any non-trivial global section of F induces a map OY → F , which is injective since F is torsion-
free. The reduced Hilbert polynomial of OY equals p(OY ) = 1

2m
2 + 1

d and the reduced Hilbert
polynomial of F equals p(F) = 1

2m
2+ 1

4dc
2
1(L)+ 1

d , where d is defined as d := c21(OY (1)). However,
c21(L) < 0, which implies p(OY ) > p(F). This contradicts the stability of F .

The equivalence of (i) and (ii) follows from the first assertion. To show the equivalence of (ii)
and (iii) note that the split exact sequence

0 → ωY → F ⊗F → Sym2F → 0

implies that Sym2F has a non-vanishing global section if and only if F ⊗ F has a non-vanishing
global section. The latter is equivalent to giving an isomorphism F ∼→ F∨.

Theorem 4.14. The map πBr is injective if and only if MY (vn, ωY ) is smooth for all n ≥ 1.

Proof. By [16] the moduli space MY (vn, ωY ) has a singularity at F if and only if F is invariant
under tensoring with ωY . By [22, Prop. 1.2], the pullback of F to X splits as π∗F ∼= L ⊕ σ∗L.
Since detF ∼= ωY , the line bundle L is anti-invariant, and since c2(F) = 1 + 2n ≡ 1 mod 2, the
line bundle L satisfies c21(L) ≡ 2 mod 4. By theorem 2.12, this equivalent to the triviality of πBr.

On the other hand, if πBr is trivial, then there exists an anti-invariant line bundle L on X by,
theorem 2.12, such that c21(L) = −2− 4n ≡ 2 mod 4. Therefore, the push forward π∗L defines a
singularity in MY (vn, ωY ).
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5 Application to bielliptic surfaces

In [6] Ferrari, Tiribassi, and Vodrup apply Beauville’s theorem to bielliptic surfaces and their
canonical coverings. We will give a short introduction to bielliptic surfaces and prove the main
results of [6] concerning the Brauer map of the canonical covering of bielliptic surfaces of type 1,
3, and 5 by using theorem 3.20. Furthermore, explicit examples will be presented. For the case of
bielliptic surfaces of type 2, we refer to [6, Thm. 5.21].

Definition 5.1. [1, 10.20] A bielliptic surface is a minimal smooth projective surface S over C with
Kodaira dimension κ(S) = 0, irregularity q(S) = 1, and geometric genus pg(S) = 0.

Bielliptic surfaces can be classified into seven different types, due to the following theorem:

Theorem 5.2. [1, Thm. 10.25] Let S be a bielliptic surface. Then there are two elliptic curves A,
B such that S ∼= (A× B)/G, where G is a finite group that acts on A by translation and on B by
automorphisms. The quotient A/G is another elliptic curve whereas the quotient B/G is isomorphic
to P1.

We then obtain seven different types due to Bagnera and DeFranchis, by [1, List 10.27], [6,
Table 1]:

Type G Order of ωS Brauer group

1 Z/2Z 2 Z/2Z⊕ Z/2Z
2 Z/2Z⊕ Z/2Z 2 Z/2Z
3 Z/4Z 4 Z/2Z
4 Z/4Z⊕ Z/2Z 4 0
5 Z/3Z 3 Z/3Z
6 Z/3Z⊕ Z/3Z 3 0
7 Z/6Z 6 0

Denote by 0A ∈ A and 0B ∈ B the respective identity points, and by Ta : A → A the translation
by a ∈ A. The map

A→ Pic0(A), a 7→ Pa := T ∗
aOA(0A)⊗OA(−0A) ∼= OA(a− 0A)

is an isomorphism, [21, II. 6. Cor. 4, 8. Thm. 1].

Definition 5.3. [21, II. 8] The normalized Poincaré bundle is defined as

PA := OA×A(∆A)⊗ pr∗1OA(−0A)⊗ pr∗2OA(−0A).

Consider the map

L : Pic(A)× Pic(B)×Hom(B,A) → Pic(A×B)

(LA,LB , φ) 7→ (idA × φ)∗PA ⊗ pr∗ALA ⊗ pr∗BLB ,

and note that this is an isomorphism. Indeed, to prove the surjectivity consider a line bundle
L ∈ Pic(A×B). Define LA := L|A×{0B}, LB := L|{0A}×B , and L0 := L⊗ pr∗AL∨

A⊗ pr∗BL∨
B . By the

universal property of the Poincaré bundle there is a morphism φ : B → A such that L0 is isomorphic
to (id × φ)∗PA, [21, II. 8]. Therefore, L ∼= L(LA,LB , φ). The injectivity is a consequence of the
seesaw theorem, [21, II. 5. Cor. 6].

Lemma 5.4. Let µ ∈ A be an n-torsion point and let ξ : B → B be an automorphism of order n.
Define σ : A×B → A×B, (a, b) 7→ (a+ µ, ξ(b)). Then

σ∗L(MA,MB , φ) ∼= L(T ∗
µMA, ξ

∗MB ⊗ ξ∗φ∗Pµ, φ ◦ ξ).
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Proof. The effects on MA and MB are obvious. Since

(Tµ × ξ)∗L(0, 0, φ) ∼= (Tµ × ξ)∗(id× φ)∗PA ∼= (id× φ ◦ ξ)∗(T ∗
µ × id)∗PA,

it suffices to show (T ∗
µ × id)∗PA ∼= PA ⊗ pr∗2Pµ, which is a straight forward calculation.

Lemma 5.5. Let µ ∈ A be an n-torsion point. Then the diagram

A Pic0(A)

A/µ Pic0(A/µ)
a 7→Pa

a 7→Pa

Nmq

commutes.

Proof. Let a ∈ A. It suffices to show Nm(OA(−a)) ∼= OA/µ(−a). Let U ⊂ A be a small open subset
containing a. Then there is a local section f ∈ Γ(U,OU ) such that OA(−a)|U is generated by f .
Consequently, f has a zero of order 1 over a and is non-zero everywhere else. Since Nm(OA(−a))
is generated by det f over q(U), we conclude that there is an integer m such that Nm(OA(−a)) is
isomorphic to OA/µ(−m · a). Pulling back to A shows

−n = deg(OA(−a)⊗ · · · ⊗ T ∗
(n−1)·µOA(−a)) = deg(q∗Nm(OA(−a))) = deg(q) deg(Nm(OA(−a)))

= −nm,

and thus m = 1.

5.1 Bielliptic surfaces of type 1

Let π : A×B → S be the canonical covering of a bielliptic surface S of type 1. From the classification
theorem [1, List 10.27] it follows that there is a 2-torsion element τ ∈ A such that S is a quotient
of A×B via the involution

σ : A×B → A×B, (a, b) 7→ (a+ τ,−b).

By lemma 5.4, the action of Z/2Z on Pic(A×B) equals

σ∗L(OA(n · 0A)⊗α,OB(m · 0B)⊗ β, φ) ∼= L(T ∗
τOA(n · 0A)⊗α,OB(m · 0B)⊗ β−1 ⊗ (−φ)∗Pτ ,−φ).

Therefore, L(OA(n · 0A) ⊗ α,OB(m · 0B) ⊗ β, φ) is anti-invariant if and only if n = 0 = m, α is
2-torsion, and φ∗Pτ ∼= OB . Moreover, the map id− σ∗ sends L(OA(n · 0A)⊗ α,OB(m · 0B)⊗ β, φ)
to

L(Pnτ , β
2 ⊗ (−φ)∗Pτ , 2φ).

Note that the term β2 ⊗ (−φ)∗Pτ can take every value in Pic0(B). Therefore, we obtain an
isomorphism

H1(Z/2Z,Pic(A×B)) ∼= A[2]/⟨Pτ ⟩ ⊕Homτ (B,A)⊗ Z/2Z,

where Homτ (B,A) denotes the subset of those homomorphisms that pull back Pτ to OB . Since the
order of ωS is prime, we can apply theorem 3.20 to obtain the short exact sequence

0 → ker(πBr) → H1(Z/2Z,Pic(A×B)) → ker(π∗) ∩ im([2]) → 0.

Observe that the last map sends the unique non-trivial element ᾱ in A[2]/⟨Pτ ⟩ to the descend of α,
by lemma 5.5. Hence, we obtain the isomorphism

ker(πBr) ∼= Homτ (B,A)⊗ Z/2Z.
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Theorem 5.6. [6, Thm. 5.8, 5.10] Let S be a bielliptic surface of type 1 with canonical covering
π : A×B → S.

(i) If A and B are not isogenous, then πBr is injective.

(ii) If A and B are isogenous without complex multiplication, then ker(πBr) ∼= Z/2Z if and only if
φ∗
0Pτ

∼= OB, where φ0 : B → A generates Hom(B,A) ∼= Z. In this case, the unique non-trivial
element in the kernel is represented by the Brauer–Severi variety given as the descent of

P(OA×B ⊕ L(0, 0, φ)).

Otherwise, ker(πBr) = 0.

(iii) If A and B are isogenous and have complex multiplication, then ker(πBr) ∼= Z/2Z⊕Z/2Z if and
only if φ∗

0Pτ , φ
∗
1Pτ and (φ0 +φ1)

∗Pτ are trivial, where φ0, φ1 generate Hom(B,A) ∼= Z2. In
this case, the non-trivial elements in the kernel are represented by the Brauer–Severi varieties
given as the descents of

P(OA×B ⊕ L(0, 0, φ0)), P(OA×B ⊕ L(0, 0, φ1)), and P(OA×B ⊕ L(0, 0, φ0 + φ1)).

Furthermore, ker(πBr) ∼= Z/2Z if and only if φ∗
0Pτ

∼= OB, φ
∗
1Pτ

∼= OB or (φ0+φ1)
∗Pτ ∼= OB.

In this case, the unique non-trivial element in the kernel is represented by the Brauer–Severi
variety given as the descent of

P(OA×B ⊕ L(0, 0, φ0)), P(OA×B ⊕ L(0, 0, φ1)), or P(OA×B ⊕ L(0, 0, φ0 + φ1)),

respectively. Otherwise, ker(πBr) = 0.

Proof. If A and B are not isogenous, then Hom(B,A) = 0. The discussion above then implies that
ker(πBr) is trivial.

If A and B are isogenous without complex mutliplication, Hom(B,A) ∼= Z, generated by φ0. In
that case, the discussion above implies that ker(πBr) is isomorphic to Z/2Z if φ∗

0Pτ
∼= OB , and is

trivial otherwise. If φ∗
0Pτ

∼= OB , then the crossed homomorphism

Z/2Z → Pic(A×B), 1 7→ L(0, 0, φ0)

is mapped to zero by the norm homomorphism. Therefore, the involution constructed in theorem
3.12 induces a descent of P(OA×B⊕L(0, 0, φ)) to a Brauer–Severi variety P → S, which has Brauer
class equal to the unique non-trivial element in the kernel of πBr.

If A and B are isogenous and have complex multiplication, the statement is proven by a very
similar argument as in the case where A and B do not have complex multiplication.

We finish by presenting the examples for the respective situations given in [6, Ex. 5.9, 5.11].

(i) If A = B without complex multiplication, then φ0 = ±id, and thus, φ∗
0Pτ

∼= Pτ . Consequently,
πBr is injective.

(ii) Let B be without complex multiplication. Choose a 2-torsion point θ ∈ B and define
A := B/θ. Denote by q : B → A the quotient map and let τ ∈ A be the unique point that
defines the unique non-trivial line bundle point Pτ ∈ ker(q∗). The triple (A,B, τ) defines a
type 1 bielliptic surface with q∗Pτ ∼= OB . Since q generates Hom(B,A), the kernel of the
Brauer map is isomorphic to Z/2Z.
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(iii) Define Λ := ⟨1, i⟩ ⊂ C. Multiplication with i on C preserves this lattice, and therefore we
obtain an automorphism ω : B := C/Λ → B of order 4. Choose a 2-torsion point θ ∈ B and
define A := B/θ. Denote by q : B → A the quotient map and let τ ∈ A be the unique point
that defines the unique non-trivial line bundle point Pτ ∈ ker(q∗). The triple (A,B, τ) defines
a type 1 bielliptic surface with q∗Pτ ∼= OB , ω

∗q∗Pτ ∼= OB , and (q + q ◦ ω)∗Pτ ∼= OB . Since q
and q ◦ ω generate Hom(B,A), the kernel of the Brauer map is isomorphic to Z/2Z⊕ Z/2Z.

(iv) Define B := C/Λ as before, and define A := B. For the 2-torsion point τ we choose

τ := 1
2 (1 + i) ∈ C/Λ. Note that τ is a fixed point of ω, which implies (id + ω)∗Pτ ∼= OB .

Since id and ω generate Hom(B,A), the kernel of the Brauer map is isomorphic to Z/2Z.

5.2 Bielliptic surfaces of type 3

Let S be a bielliptic surface of type 3. Then there are two elliptic curves A and B, a 4-torsion point
ε ∈ A and an automorphism ω : B → B of order 4 such that S is the quotient of A × B by the
Z/4Z-action

σ : A×B → A×B, (a, b) 7→ (a+ ε, ω(b)).

By applying lemma 5.4, we see that the effect on Pic(A×B) is given by

σ∗L(MA,MB , φ) = L(T ∗
εMA, ω

∗MB ⊗ ω∗φ∗Pε, φ ◦ ω).

The line bundle L(OA(n · 0A)⊗ α,OB(m · 0B)⊗ β, φ) is in the kernel of id + σ∗ + (σ2)∗ + (σ3)∗ if
and only if the following hold true:

(i) m = 0 = n,

(ii) α is a 4-torsion point,

(iii) β ⊗ ω∗β ⊗ (ω2)∗β ⊗ (ω3)∗β ⊗ ω∗φ∗Pε ⊗ (ω2)∗φ∗P2ε ⊗ (ω3)∗φ∗P3ε
∼= OB , and

(iv) φ+ φ ◦ ω + φ ◦ ω2 + φ ◦ ω3 = 0.

Note that ω satisfies id + ω + ω2 + ω3 = 0, since ω4 = id. Therefore, these conditions simplify to

(i) m = 0 = n,

(ii) α is a 4-torsion point, and

(iii) (φ+ φ ◦ ω)∗P2ε
∼= OB .

On the other hand, the image of id− σ∗ consists of line bundles of the form

L(Pnε , β ⊗ ω∗β∨ ⊗ ω∗φ∗P∨
ε , φ− φ ◦ ω).

By choosing β appropriately, the term β ⊗ ω∗β∨ ⊗ ω∗φ∗P∨
ε can take every value in Pic0(B), and

hence
H1(Z/4Z,Pic(A×B)) ∼= A[4]/⟨Pε⟩ ⊕Homε(B,A)/⟨id− ω⟩,

where Homε(B,A) is defined as the subgroup of those homomorphisms φ that satisfy
(φ+φ◦ω)∗P2ε

∼= OB . Observe, that the norm on A[4]/⟨Pε⟩ is injective by lemma 5.5. On the other
hand, a morphism φ ∈ Homε(B,A) has non-trivial stabilizer if and only if φ = 0, since ω2 = −id.
Therefore, by lemma 3.17 the norm is trivial on Homε(B,A)/⟨id− ω⟩, which shows

ker(πBr) ∼= Homε(B,A)/⟨id− ω⟩.

Note that Hom(B,B) = ⟨id, ω⟩ ∼= Z2. Thus, ifA andB are isogenous, there is an isogeny φ0 : B → A
such that φ0 and φ0 ◦ ω generate Hom(B,A) ∼= Z2 by [6, Thm. A.1].



35

Theorem 5.7. [6, Thm. 5.14] Let S be a bielliptic surface of type 3 with canonical covering
π : A×B → S.

(i) If A and B are not isogenous, then πBr is injective.

(ii) If A and B are isogenous, then πBr is zero if and only if (id + ω)∗φ∗
0P2ε is trivial. In this

case, the unique non-trivial element in the kernel is represented by the Brauer–Severi variety
given as the descent of

P(OA×B ⊕ L(0, 0, φ0)).

Proof. The discussion above implies that πBr is zero if and only if there is a non-zero class
φ ∈ Homε(B,A)/⟨id−ω⟩. One can write φ = φ1+φ2, where φ1 has even coefficients when written
as a linear combination of the generators φ0, φ0 ◦ ω, and φ2 is either 0, φ0, φ0 ◦ ω, or φ0 + φ0 ◦ ω.
Since P2ε is 2-torsion, the condition (φ+ φ ◦ ω)∗P2ε

∼= OB reduces to

(φ2 + φ2 ◦ ω)∗P2ε
∼= OB .

Note that φ1 is contained in ⟨id− ω⟩. Indeed, (φ0 + φ0 ◦ ω) ◦ (id− ω) = 2φ0,
and (−φ0 + φ0 ◦ ω) ◦ (id − ω) = 2φ0 ◦ ω. Thus, since φ1 has even coefficients, it is contained
in ⟨id − ω⟩. The class of φ in Homε(B,A)/⟨id − ω⟩ is non-zero, which hence implies that also
the class of φ2 in Homε(B,A)/⟨id − ω⟩ is non-zero. This excludes the possibilities φ2 = 0 and
φ2 = φ0 + φ0 ◦ ω. Moreover, the fact that P2ε is 2-torsion implies that (φ2 + φ2 ◦ ω)∗P2ε

∼= OB

holds for φ2 = φ0 if and only if it holds for φ2 = φ0 ◦ω. We conclude that πBr is trivial if and only
if (φ0 + φ0 ◦ ω)∗P2ε

∼= OB .
If φ0 + φ0 ◦ ω)∗P2ε

∼= OB , then the crossed homomorphism

Z/2Z → Pic(A×B), 1 7→ L(0, 0, φ0)

is mapped to zero by the norm homomorphism. Therefore, the involution constructed in theorem
3.12 induces a descent of P(OA×B⊕L(0, 0, φ)) to a Brauer–Severi variety P → S, which has Brauer
class equal to the unique non-trivial element in the kernel of πBr.

We finish by presenting the examples for the respective situations given in [6, Ex. 5.15].

(i) Define Λ := ⟨1, i⟩ ⊂ C. Multiplication with i on C preserves this lattice, and therefore
we obtain an automorphism ω : B := C/Λ → B of order 4. Define A := B and choose

ε := 1
4 (1 + i) ∈ C/Λ. The quadruple (A,B, ε, ω) defines a type 3 bielliptic surface. Note that

2ε is a fixed point of ω, and therefore (id+ω)∗P2ε
∼= OB . Since id and ω generate Hom(B,A),

the Brauer map is trivial.

(ii) If we choose ε := 1
4 instead, the Brauer map is injective, since (id + ω)(2ε) = 1

2 (1 + i) ̸= 0.

5.3 Bielliptic surfaces of type 5

Let S be a bielliptic surface of type 5. Then there are two elliptic curves A and B, a 3-torsion
point η ∈ A and an automorphism ρ : B → B of order 3 such that S is the quotient of A × B by
the Z/3Z-action

σ : A×B → A×B, (a, b) 7→ (a+ η, ρ(b)).

By applying lemma 5.4, we see that the effect on Pic(A×B) is given by

σ∗L(MA,MB , φ) = L(T ∗
ηMA, ρ

∗MB ⊗ ρ∗φ∗Pη, φ ◦ ρ).

The line bundle L(OA(n · 0A)⊗α,OB(m · 0B)⊗ β, φ) is in the kernel of id + σ∗ + (σ2)∗ if and only
if the following hold true:
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(i) m = 0 = n,

(ii) α is a 3-torsion point,

(iii) β ⊗ ρ∗β ⊗ (ρ2)∗β ⊗ ρ∗φ∗Pη ⊗ (ρ2)∗φ∗P2η
∼= OB , and

(iv) φ+ φ ◦ ρ+ φ ◦ ρ2 = 0.

Note that ρ satisfies id + ρ+ ρ2 = 0, since ρ3 = id. Therefore, these conditions simplify to

(i) m = 0 = n,

(ii) α is a 3-torsion point, and

(iii) (φ− φ ◦ ρ)∗Pη ∼= OB .

On the other hand, the image of id− σ∗ consists of line bundles of the form

L(Pnη , β ⊗ ρ∗β∨ ⊗ ρ∗φ∗P∨
η , φ− φ ◦ ρ).

By choosing β apropriately, the term β ⊗ ρ∗β∨ ⊗ ρ∗φ∗P∨
η can take every value in Pic0(B), and

hence
H1(Z/3Z,Pic(A×B)) ∼= A[3]/⟨Pη⟩ ⊕Homη(B,A)/⟨id− ρ⟩,

where Homη(B,A) is defined as the subgroup of those homomorphisms φ that satisfy
(φ−φ◦ρ)∗Pη ∼= OB . Since the order of ωS is prime, we can apply theorem 3.20 to obtain the short
exact sequence

0 → ker(πBr) → H1(Z/3Z,Pic(A×B)) → ker(π∗) ∩ im([3]) → 0.

Observe that the last map is an isomorphism on A[3]/⟨Pη⟩ by lemma 5.5, and is zero on
Homη(B,A)/⟨id− ρ⟩ by lemma 3.17. Thus, we obtain an isomorphism

ker(πBr) ∼= Homη(B,A)/⟨id− ρ⟩.

Note that Hom(B,B) = ⟨id, ρ⟩ ∼= Z2. Thus, if A and B are isogenous, there is an isogeny φ0 : B → A
such that φ0 and φ0 ◦ ρ generate Hom(B,A) ∼= Z2 by [6, Thm. A.1].

Theorem 5.8. [6, Thm. 5.19] Let S be a bielliptic surface of type 5 with canonical covering
π : A×B → S.

(i) If A and B are not isogenous, then πBr is injective.

(ii) If A and B are isogenous, then πBr is zero if and only if (id− ρ)∗φ∗
0Pη

∼= OB. In this case,
the non-trivial elements in the kernel are represented by the Brauer–Severi varieties given as
the descents of

P(OA×B⊕L(0, 0, φ0)⊕L(0, 0, φ0+φ0◦ρ)) and P(OA×B⊕L(0, 0, 2φ0)⊕L(0, 0, 2φ0+2φ0◦ρ)).

Proof. The discussion above implies that πBr is zero if and only if there is a non-zero class
φ ∈ Homη(B,A)/⟨id−ρ⟩. One can write φ = φ1+φ2, where φ1 has coefficients divisible by 3 when
written as a linear combination of the generators φ0, φ0 ◦ ω, and

φ2 ∈ {0, φ0, 2φ0, φ0 + φ0 ◦ ρ, 2φ0 + φ0 ◦ ρ, φ0 + 2φ0 ◦ ρ, 2φ0 + 2φ0 ◦ ρ, φ0 ◦ ρ, 2φ0 ◦ ρ}.

Since P2ε is 3-torsion, the condition (φ− φ ◦ ρ)∗Pη ∼= OB reduces to

(φ2 − φ2 ◦ ρ)∗Pη ∼= OB .
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Note that φ1 is contained in ⟨id− ωρ⟩. Indeed, (2φ0 + φ0 ◦ ρ) ◦ (id− ρ) = 3φ0,
and (−φ0 + φ0 ◦ ρ) ◦ (id − ρ) = 3φ0 ◦ ρ. Thus, since φ1 has coefficients divisible by 3, it is
contained in ⟨id− ρ⟩. The class of φ in Homη(B,A)/⟨id− ρ⟩ is non-zero, which hence implies that
also the class of φ2 in Homη(B,A)/⟨id − ρ⟩ is non-zero. This excludes the possibilities φ2 = 0,
φ2 = 2φ0 + φ0 ◦ ρ and φ2 = φ0 + 2φ0 ◦ ρ. Moreover, the fact that Pη is 3-torsion implies that
the condition (φ2 − φ2 ◦ ω)∗P2ε

∼= OB holds for φ2 = φ0 if and only if it holds for the other six
possibilities. We conclude: πBr is trivial if and only if (φ0 − φ0 ◦ ρ)∗Pη ∼= OB .

If (φ0 − φ0 ◦ ρ)∗Pη ∼= OB , then the crossed homomorphisms

Z/3Z → Pic(A×B), 1 7→ L(0, 0, φ0), 2 7→ L(0, 0, φ0 ◦ ρ)
Z/3Z → Pic(A×B), 1 7→ L(0, 0, 2φ0), 2 7→ L(0, 0, 2φ0 ◦ ρ)

are mapped to zero by the norm homomorphism. Therefore, the involution constructed in theorem
3.12 induces descents of P(OA×B ⊕ L(0, 0, φ0)⊕ L(0, 0, φ0 + φ0 ◦ ρ)) and
P(OA×B ⊕ L(0, 0, 2φ0) ⊕ L(0, 0, 2φ0 + 2φ0 ◦ ρ)) to Brauer–Severi varieties P1 → S and P2 → S,
which have Brauer class equal to the two non-trivial element in the kernel of πBr.

We finish by presenting the examples for the respective situations given in [6, Ex. 5.20].

(i) Define Λ := ⟨1, ζ := e
2πi
3 ⟩ ⊂ C. Multiplication with ζ on C preserves this lattice, and

therefore we obtain an automorphism ρ : B := C/Λ → B of order 3. Define A := B and

choose η := 1
3 + 2

3ζ ∈ C/Λ. The quadruple (A,B, η, ρ) defines a type 5 bielliptic surface.
Note that η is a fixed point of ρ, and therefore (id − ρ)∗Pη ∼= OB . Since id and ρ generate
Hom(B,A), the Brauer map is trivial.

(ii) If we choose ε := 1
3 instead, the Brauer map is injective, since (id− ρ)(η) = 1

3 − 1
3ζ ̸= 0.
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